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Preface

This volume has been “a long time coming.” It represents the culmination of several years of effort, collaboration, and reflection and, we hope, helps fill a need in our discipline—a resource that can assist our colleagues in meeting the challenge of assessing student learning in political science. The book is intended to be a resource to help political science faculty think about assessment as a departmental undertaking as well as enable them to plan and implement programmatic and classroom assessment. While books and materials on assessment in general are readily available, this volume applies these concepts and ideas specifically to political science programs and classrooms.

The book itself is the product of the intersection of three developments. First, all three editors have engaged in assessment for quite some time and in various ways, and have witnessed firsthand, if done well and carefully, the benefits of assessment in developing political science programs. Second, during conversations we have had about the necessity and challenges of assessment, the scarcity of discipline-specific resources became apparent to us. Simultaneously, we noted a significant rise in interest in assessment among our colleagues across the country—each of us was regularly contacted by others in the discipline who were charged with designing and implementing an assessment program in their departments and did not know where to start or where to find useful guidelines, examples, and resources to help them in their endeavors. Again, the lack of easily accessed resources and means to share experiences and examples was evident. We became increasingly aware of the frustrations of those launching into assessment faced with the dearth of models of successful assessment
plans in political science, and of the paucity of outlets to share and reflect on assessment experiences. And third, the APSA Teaching and Learning Conference (TLC) played a pivotal role as a catalyst in our efforts to put this volume together. The conference provides a forum for those engaged and interested in assessment to share ideas, relate experiences, discuss issues and problems related to assessment, and to reflect on the meaning of assessment in the discipline. As all three of us have acted as leaders for the assessment tracks in several of the conferences, we became conscious of the many outstanding efforts that have already been made in assessment in political science, but that are not widely known to those not participating in the conference. The presentations at the TLC on assessment methods, approaches, and findings made us keenly aware of issues and trends in assessment in the discipline. The workshops on assessment organized by the Political Science Education section at recent APSA annual meetings, as well as several conference panels on the topic, provided further opportunities to discuss issues related to assessment in political science. Also, the section’s peer-reviewed journal, *The Journal of Political Science Education*, as well as *PS: Political Science & Politics*, had published many thoughtful, well-researched articles on programmatic and learning assessment.

Combined, these developments demonstrated to us that while resources on assessment in the discipline have been growing and evolving, they are not readily accessible to those interested in or charged with assessment. It was, in fact, at one of the TLC conferences that the idea for this volume was born in an attempt to publish some of the existing resources and make them conveniently available to all political scientists. Not surprisingly, most of the contributors to this volume have previously presented their ideas and experiences with assessment at the TLC. This volume allows us to make assessment resources available beyond the confines of the conference. We hope it will be of use to those involved in assessment in political science. We are sure that the chapters in this volume constitute just the beginning of the debate as assessment rapidly takes hold in all types of institutions of higher learning across the country. To assist our discipline in this endeavor, a supplemental website hosts additional resources and assessment plans and will be regularly updated to provide further guidelines and examples. The website is available at www.apsanet.org/~assessment.

This volume would not have been possible without the help and contributions of many, and we would like to express our deepest grati-
tude to all of them. This includes all the presenters and discussants in the assessment tracks of the Teaching and Learning Conference since its inception in 2004; they provided the incentive to produce this volume and have certainly influenced our thinking on all aspects of assessment. Many thanks for the spirited discussions over the years! We would also like to thank all those involved with the publication of this volume at APSA—in particular, Michael Brintnall, who has been instrumental in establishing the TLC and has been supportive of our efforts from the beginning, and Polly Karpowicz, who has overseen the editorial process related to this volume, as well as Kim Mealy. Jasmine Jones, a graduate student at Jackson State University, has provided invaluable help in compiling the materials available on the accompanying website, and Kerri Milita, a graduate student at the University of Central Florida, provided outstanding support in checking references for much of the volume. We deeply appreciate and thank both of them for their efforts. Our gratitude also goes to our departments, past and current, that provided support as well as an arena to gather and test out our ideas on assessment. Furthermore, we would like to thank the reviewers of this volume—Vicky Golich, Karen Kedrowski, Brian Klunk, Kenneth Campbell, Marisa Kelly, and Sheilah Mann—whose insightful comments and suggestions made this a better book. Most of all, we are indebted to all those who began thinking about and implementing assessment in political science classrooms and programs for years and who have generously shared their insights. Without these pioneering attempts, this volume would not have been possible. And finally, we would like to express our deepest gratitude and appreciation to our families, who have patiently endured many discussions about assessment over the years, particularly during the time this volume was taking shape.

Michelle D. Deardorff

Kerstin Hamann

John Ishiyama
It’s about the pursuit of excellence in teaching.” This was how I put the challenge faced by the Task Force on Teaching and Career Development at Harvard University, a group of faculty members who made recommendations in early 2007 designed to encourage pedagogical improvement at Harvard and other research universities. I say the same about this important collection of essays published by the American Political Science Association—a collection that highlights the special challenges and opportunities for assessing and improving teaching and student learning about the dynamics of politics in the United States and across the globe.

Assessment is about intelligent efforts to improve instructional quality. It provides tools and information that enable teachers to discern whether they are achieving their personal goals and the goals of their institutions. To foster a commitment to steady improvement in teaching and student learning, we don’t need artificial external interventions or rules. We need mechanisms that work from within—that respect academic freedom and mesh with the individual, departmental, and institutional cultures where learning occurs. The approaches to assessment proposed in this collection point us in those directions, encouraging vigorous efforts to sharpen our purpose as teachers and gauge our achievements. The proposals sketched here encourage normal adjustments through peer review and respect the autonomy of the scholar-teacher.

Higher education finds itself anchored in sacred traditions yet buffeted and attracted by shifts in knowledge and modes of communication, by increased diversity in the communities we serve, and by calls to address
new real-world problems requiring interdisciplinary approaches. Our teaching and our institutions are anchored in precious traditions, with values and integrity worth preserving. But in the effort to preserve worthy values, scholar-teachers in colleges and universities have sometimes failed to make or master valuable improvements. Just as we encourage our students to adopt the flexibility of mind, the analytical resources, and the gauging of plans and performance essential to mastery in a rapidly changing world, so too do we need to equip ourselves as faculty to adopt useful innovations and assess our own effectiveness as teachers.

Higher education flourishes through relationships between teachers and students. We professors tend to excel at developing what we wish to bring to these transactions: writing syllabi, outlining lectures, and crafting assignments. But we have been less effective than we should be at experimenting and assessing, at judging how well we achieve our educational goals, and at making adjustments and improvements along the way.

This collection points us in the right direction. The challenge of assessing quality and excellence in our teaching binds together academics from all sorts and sizes of institutions. We can all learn from each other in this process. These essays are a collective nudge, showing what others are doing with success and suggesting to each of us that “yes we can” do it, too.

The volume contains lessons for individual professors, departments, and institutions:

For the individual professor, these essays offer both models and encouragement. They show that assessment done right can improve teaching—and at the same time make it more rewarding and enjoyable.

For departments, there is a bigger challenge: to launch and sustain a continuous conversation about teaching and learning in political science and sister disciplines. What are we trying to do—for majors, for minors, for students in general? How would we know if we are succeeding, not just course by course, but over several years, and for students who will not become specialists as well as for those who want to continue in our discipline? This is a challenge for departments in all institutions, not just in those labeled “teaching institutions.” Our major research institutions, public and private, carry on a vital role in teaching, too. At such institutions, peer critique of new scholarship is axiomatic, and there are equally
inviting opportunities to marshal collegial assessments to foster improved teaching and learning for both graduate and undergraduate students.

As for institutions, we know from recent discussions at Harvard that genuine commitment to the principles of pedagogical assessment requires reexamination of cultural values and practices of reward and recognition. Leadership must come from administrators and tenured professors, if we truly mean to foster steady pedagogical improvement and reward those who practice intelligent assessment and experiment with better ways to do classroom instruction and student advising.

But individual scholars and teachers need not wait for their department or institution to act. Faculty can make a difference, one by one, in the classroom and in the department. The essays brought together here offer insight, support, and ideas. I encourage you to explore these offerings to improve the quality of your own teaching and become a voice for change in your institution and the discipline—just as the authors of these essays have done.
AN INTRODUCTION TO ASSESSMENT
Assessment is becoming increasingly important in the academic world. Recent news articles report on discussions about nationally normed college tests, accreditation agencies require documentation on what and how students learn, state legislatures are looking for evidence that taxpayers’ money is well spent, and, with increased tuition costs, parents and students want universities to provide evidence of effective teaching. As a consequence, universities are requiring departments to assess their programs, their classes, and their students’ learning. In some departments, faculty members or chairs assume responsibility to investigate the culture of learning in their program and, accordingly, to engage in assessment efforts. In sum, assessment is here, and it seems to be here to stay. Yet, there is very little literature available on the different aspects of assessment specifically in political science that can be used as a guide for departments or professors engaging in assessment exercises. Because assessment choices will vary widely based on institutional type and departmental character, it is clearly necessary to provide multiple models that are adaptable.

While assessment can take various forms and can serve multiple purposes, the primary concern of assessment is student learning. This is true whether assessment is driven by faculty members attempting to understand and improve student learning or by accreditation agencies demanding documentation of student learning. In many cases, faculty members or departments realized that students, even those with high GPAs, were not learning the skills and content that the political science faculty believed were important—e.g., students were graduating without
the requisite skills and knowledge that would make them marketable for a variety of careers. Many professors have already engaged in assessing student learning in their own classes either through formative assessment (assessment “in progress”) or summative assessment (of final student work). Determining what students learn in the classroom is, obviously, the first step toward designing new assignments or teaching techniques that attempt to improve student learning. Only when we find out exactly what students do or do not learn in a class can we work on improving our teaching, and students’ learning, in our classrooms.

However, assessment also occurs in departments and programs that are interested in what students have learned throughout the various stages of their college careers and certainly by the time they complete their degrees and graduate. Departments may have an inherent interest in this question when they are contemplating curriculum revisions or hiring preferences. More often, however, departments respond to calls for assessment from university administrators and accreditation agencies. While departmental assessment can involve insights gained from classroom assessment, it is also a more encompassing task. Generally speaking, in academic departments, assessment often involves the following basic components: (1) the development of an explicit mission or purpose statement by the department or program; (2) the development of a set of broadly stated goals and more specifically stated and measurable outcome objectives for student learning; (3) the systematic collection of information that demonstrates to what degree these objectives are being accomplished; and (4) departmental or programmatic efforts to identify and implement necessary program changes to enhance student learning. As Weiss points out, “assessment seeks to create a systematic and continuous process of improvement in academic departments so that they are better able to achieve their goals and objectives” (2002, 392). That is, there is little point in engaging in assessment efforts if the lessons learned are not used to improve student learning, or to “close the feedback loop.”

Thus, assessment is really concerned with the empirical demonstration to ourselves and to others that our students are actually learning what we would like them to learn and, if not, to discuss and implement what can be done to improve student learning. As naturally skeptical empirical political scientists, we are usually unconvinced when someone says that something works (e.g., a particular pedagogical technique) just because the faculty member thinks it works. This hardly constitutes the
standard of evidence we use in our own substantive research, and should not therefore constitute the standard of evidence in demonstrating that our teaching techniques or curricular structures are successful. Assessment (to us, but others as well) basically means the empirical evaluation of pedagogy, curriculum, and student learning so that we can improve what we do. The task, then, is to design assessment in such a way that it is useful for the professor, department, or program to further student learning, regardless of whether assessment develops in response to faculty concerns or in response to external demands.

Faculty members in many institutions are increasingly faced with the reality that we cannot ignore demands for assessment. Pressure from external audiences (such as state legislatures and accrediting organizations) and college administrators is exerted on all disciplines, including political science. All of the national accreditation agencies now require explicit evidence of student learning and institutional effectiveness. Since the mid-1980s, the various commissions on higher education have emphasized the creation of institutional cultures of assessment. As time has passed, the consequences for institutions and programs that do not assess have grown increasingly dire. In part because of a lack of response from faculty, accreditation agencies have grown more prescriptive in their expectations (see, for example, Middle States 2005). Discussion has emerged concerning the creation of national standards for assessment in higher education that may be similar to the protocols established for K–12 education (Bollag 2006; Fischer 2006). The Spellings Report explicitly bemoans the “absence of accountability mechanisms to ensure that colleges succeed in educating students” (2006, x) and consequently urges “the creation of a robust culture of accountability,” suggesting that the Department of Education should collect these outcome measures, including learning outcomes, and make them easily accessible to the public (2006, 21–22). Most institutions, whether undergraduate or Research 1 (R1), are now requiring departments to undergo regular external review processes—especially when, like in political science, disciplinary accrediting bodies do not exist. This process involves outside reviewers, benchmarking, information about faculty productivity and qualifications, and so on, and these requirements are clearly defined by the respective universities. Program reviews affect all accredited institutions, even those that do not conduct assessment, regardless of whether they have Ph.D. programs or not. While assess-
Assessment and program review are fundamentally different processes, departments may be able to use data collected during assessment in the periodic departmental review.

Thus, assessment has become a necessity—whether faculty-initiated or externally required—in all types of departments, whether big or small, public or private, or focused on undergraduate teaching or research. If the discipline does not develop its own assessment programs, tailored to political science, devised by political scientists, then without doubt someone else will do it in our stead. The Spellings Report points to some nationally normed reference tests, such as The Collegiate Learning Assessment, to gauge learning outcomes, but also recommends, “Faculty must be at the forefront of defining educational objectives for students and developing meaningful, evidence-based measures of their progress towards those goals” (2006, 24). Based on many conversations we have had with faculty members from vastly different institutions at conferences and in other informal exchanges, we concur that it is preferable for assessment plans to be devised by political scientists themselves, rather than by state legislatures, higher education associations, or university administrators. In addition, political scientists are uniquely suited to design such assessment strategies: Faculty members possess the skills necessary to conduct effective assessment, engage in policy evaluation, and, thanks to the methodological pluralism present in the discipline, use multiple methodologies in evaluating faculty teaching and student learning.

It is often the case that faculty members tend to mistake assessment for “standardization” and “externally imposed” authority and hence view it as a threat to academic freedom. Political scientists, in general, vehemently resist anything imposed externally, and are suspicious of the exclusive use of standardized tests. However, as with any other research agenda, using multiple methodologies and multiple indicators is always better than reliance on single measures (either quantitative or qualitative). The chapters in this book demonstrate how many different methodologies can have a place within an assessment plan. As will become evident, these chapters are not meant to set specific standards, but rather to help illustrate sample programs and plans from a variety of different kinds of institutions and for a variety of different types of classes so as to act as a “menu for choice” (to borrow from Bruce Russett and Harvey Starr) for those departments that might be inclined to consider adopting an assessment program or for professors interested in assessing student learning in their own classrooms.
However, beyond issues of academic freedom, other legitimate concerns regarding assessment can be voiced. For instance, assessment is labor intensive, and may appear to be an activity that is poorly rewarded, if recognized at all. Why, then, would it be in the professional interest of faculty members to become involved in assessment? It is correct that assessment requires time and energy. Many faculty members are already stretched thin with their scholarly requirements and commitments, service involvement, heavy teaching loads, and—at times—large classes and, consequently, substantial amounts of grading. Spending additional time on assessing learner outcomes might be a burden particularly for untenured faculty members in research-intensive departments and institutions. Other serious concerns regard the use of assessment data by department chairs and university administrators, for example. But if we take seriously the notion that student learning is at the core of what we do in our classrooms, then it is in our interest to gauge whether our students are actually learning. As political scientists, we assess our research findings and implications both publicly and privately; we can model the same qualities of intellectual rigor in our teaching. As we demonstrate to our students the methods of evaluating their learning and the success of our programs, we are also teaching them how to evaluate their own learning. The skills that we teach in our courses in political science are uniquely suited to engaging students in the assessment process.

**The Scholarship of Assessment**

To broaden our perspective on assessment, we might add that assessment also offers potential professional payoff in the form of publications that might compensate at least partially for the cost (especially of time) to faculty members invested in assessment. As exemplified in several chapters of this volume, assessment has the potential of feeding directly into the growing movement of the Scholarship of Teaching and Learning (SoTL), which is gaining importance in academia as SoTL is promoted by the Carnegie Foundation, among others (Boyer 1990; Glassick, et al. 1997). Assessment results, when written up and published in appropriate venues, contribute to the growing body of SoTL, and professors across the country are beginning to earn credit toward promotion and tenure for publishing in the field of the Scholarship of Teaching and Learning.
Thus, the book is also of great interest to those faculty in the discipline who are looking for roadmaps and examples of how to conduct SoTL, and several chapters in the volume are examples of just that. The publication outlets for work that address the “scholarship of assessment/teaching and learning” include the APSA’s *PS: Political Science & Politics* and the APSA Political Science Education section’s peer-reviewed *The Journal of Political Science Education*, which started publication in 2005. Additional publication outlets exist in general higher education journals, and a book series published by Jossey-Bass on Assessment in the Disciplines (including political science) edited by Trudy Banta (2007). Further, an increasing number of conferences in the discipline offer the opportunity to present papers on assessment, including APSA’s Teaching and Learning Conference, but also the panels organized by the teaching and learning sections of APSA, MPSA, and SPSA, among others. Thus, faculty members engaging in assessment have an opportunity to benefit from this extra work professionally and to raise their scholarly profile through the dissemination of their work at professional conferences and in peer-reviewed journals. The publications and conferences also offer an opportunity to engage in a productive discourse on assessment within political science and to share the findings of assessment processes in public forums, paralleling the norms and procedures of the substantive fields in the discipline.

**Assessment Resources in Political Science**

Higher education offers plenty of advice on and resource for assessment, including a widening literature on classroom and programmatic assessment (e.g., Angelo and Cross 1993; Suskie 2004; Palomba 1999; and Allen 2004, among many others), and conferences specifically focused on assessment, such as the annual Assessment Institute at Indiana University–Purdue University in Indianapolis.¹ In contrast, as a discipline, political science has developed few resources to provide guidance for assessment (e.g., examples of assessment plans on the APSA website). Nonetheless, a growing number of faculty members have been building assessment plans for several years within their institutions. Some of this work is available in published form (see Breuning et al. 2001; Deardorff 2005; Deardorff and Folger 2005; Hill 2005; Ishiyama and Breuning 2008; Ishiyama and Hartlaub 2003; Suskie 2007). Second, the APSA Teaching and Learning
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Conference (TLC) has annually hosted at least one (and as many as three) tracks/working groups on assessment, with well over 100 individuals participating in the presentations and discussions of assessment plans and experiences (see the 2008, 2007, 2006, 2005, and 2004 July issues of *PS: Political Science & Politics* for track summaries). In 2008, the TLC program committee encouraged issues of assessment to be integrated throughout all of the tracks, regardless of topic. The working groups at the TLC on assessment have provided an opportunity for faculty members to assemble and share the assessment techniques their departments and programs have employed, voice their concerns, and create a community of experts that can be called upon for service on committees and task forces, as external reviewers for accreditation purposes, and as a pool of consultants to help design assessment programs that meet the requirements of higher education accreditation organizations.

Other grassroots efforts to facilitate assessment have included occasional short courses on assessment sponsored by the Political Science Education section at APSA’s Annual Meeting. The TLC has also offered workshops on assessment in addition to the working groups/tracks, and APSA organized a Chairs’ Workshop on Assessment at the 2006 Annual Meeting (for presenter reports, see Campbell 2007; Deardorff 2007; Ha- mann 2007; Suskie 2007). Thus, this book is a timely addition to existing efforts to assist faculty and departments in managing this relatively new task that is increasingly added to their traditional mix of professional responsibilities.

In sum, while individual faculty members and political science departments have clearly been involved in all aspects of assessment—from classroom assessment to program assessment (undergraduate and graduate), and from community colleges to Ph.D. granting departments—of yet been no publication has systematically collected and disseminated the insights of these efforts. This book is intended to meet the rising demand for information on assessment in political science.

**The Contribution of this Volume**

Most of the chapters contained in this book grew out of the APSA Teaching and Learning Conferences, where many of the contributors to this volume presented research on various aspects of assessment. The book
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contains a collection of chapters designed to assist political science faculty and departments in their assessment efforts. Authors of these chapters have gained their assessment experience from departments located in community colleges, small private universities, large public institutions, historically Black- and Hispanic-serving universities, master’s level programs, and Ph.D.-granting and R1 institutions. Their observations and recommendations stem from these varied backgrounds. This volume provides examples and perspectives on assessment designed to help guide professors and departments through the maze of assessment tools. By referring to real-world examples that have been tested and applied in political science, as opposed to a theoretical debate over the merits of assessment, the purpose of this book is to be a handbook-type resource. It is our hope that these examples will prove useful to anyone involved in assessment within the discipline of political science. While some of the chapters are based on campus-specific experiences, the authors are careful to demonstrate how these strategies can be adjusted to different environments.

Throughout this volume, we reference two levels of assessment. Classroom assessment denotes activities at the classroom or course level aimed at helping the professor improve the performance of specific individuals or a particular course of instruction. Three main types of classroom assessment can be distinguished: (1) assessment of individual student learning (for example, peer or instructor feedback on the draft of a paper or student performance in a senior capstone seminar); (2) assessment of individual teaching performance (such as using pre-test/post-test data in a particular course to measure the success of a specific teaching technique, or the use of a teaching portfolio to demonstrate teaching adjustments and improvement over time—see Hutchings 1996); and (3) assessment of the effect of a course of instruction on specific knowledge, attitudes, and/or skills of students (for example, measuring the impact of a research methods course on critical or analytical thinking). The examples of classroom assessment provided in this volume are not restricted to the type of institutions where they were developed, but can be used in classes in any type of institution, regardless of the highest degree offered. The second type of assessment is program assessment, which refers to “any effort to gather, analyze, and interpret evidence which describes institutional, departmental, and divisional or agency effectiveness” (Upcraft and Schuh 1996). This can involve collecting
information about individual student performance, but the results are aggregated to provide information about the effect of a program or curriculum on student learning.\textsuperscript{2}

The book is consequently organized into three sections. The first part, which this chapter begins, is a basic “Introduction to Assessment.” Christopher Voparil provides the initial substantive chapter, in which he explores the theoretical significance of assessment in education. He argues for the need to assess for understanding and consequently integrate assessment into the process of learning. If we decontextualize the assessment process, it becomes another insignificant exercise disconnected from the interests of the discipline of political science. Fletcher McClellan concludes this section with a historical review of the assessment movement and its significance both in higher education and within the discipline of political science. Examining assessment as a public policy movement, this chapter explicates its expansion and anticipates its trajectory.

The second part of the book examines “Departmental and Program Assessment.” The chapters in this section provide various models, assert specific case studies, and provide data on the status of assessment plans across the discipline. The authors of these chapters reflect a variety of different institutions and departmental missions. In Chapter 4, John Ishiyama provides the reader with a broad survey of the most frequently used assessment activities cited by political science programs throughout the country and explores whether these choices are related to institutional or departmental characteristics. This chapter will enable faculty to help determine which approaches to assessment are most typically used in departments similar to their own. In Chapter 5, Michelle D. Deardorff and Paul Folger help departments new to assessment consider the relevant factors to determine what model of assessment would work best in their particular department—the “mission-based” approach or the “grassroots-based” approach. They argue that if departments are able to identify which structure is most appropriate for their own culture and circumstances, assessment may be more fertile, and possibly culturally transformative, for the department. In Chapter 6, Jeffrey S. Hill and Charles R. Pastors aim to assist chairs and departmental assessment directors with developing the five conditions they believe are necessary to create a culture of trust essential for assessment to succeed. More particularly, they argue that within the department there is the
need for an assessment champion, who might not be the departmental chair. Candace Young, in Chapter 7, describes methods, processes, and cultural dimensions associated with effective assessment for political science departments. She not only identifies a variety of assessment methods, but also discusses the conditions within departments that can enhance success. Scott Erb, in Chapter 8, concludes this section of the book by describing the initial stages of an assessment program designed to measure how well political science courses meet the university’s stated general education goals, and to provide preliminary evidence on student performance in general education skills that overlap with disciplinary goals: writing, public presentation, technology, and research.

The final section of the book, “Examples of Classroom Assessment,” examines how departments and faculty can best assess student performance in the classroom, or the utility of specific pedagogical strategies or learning experiences. The authors provide examples of several elements often present in undergraduate programs, including internships, online classes, and learning communities, that can be applied in any type of institution that offers these types of courses or modes of instruction. In Chapter 9, Mariya Omelicheva evaluates three popular assessment techniques for the measurement of student learning: evaluation forms, scales, and rubrics, all of which can be used for a variety of class settings. She explores the ways in which rubrics allow students to assess and improve their own learning in the political science curriculum and increase the validity of assessment. In Chapter 10, Juan Carlos Huerta details the process by which political science departments can assess learning communities in their classrooms and programs and outlines the resulting benefits. His exploration of the assessment of such programming will be of special value for departments implementing learning communities for the first time. Philip Pollock, Kerstin Hamann, and Bruce Wilson in Chapter 11 expand our understanding of the classroom community in the online environment and address the specific questions and issues that arise when assessing the effectiveness of online courses. Their chapter explores in particular the ways in which student learning behavior is linked to learner outcomes. In the final chapter of this section, Veronica Donahue and John Ishiyama discuss means of assessing that stalwart element of the political science curriculum—the internship. They describe and advocate the technique of using an internship portfolio as a means of evaluating experiential learning programs.
We hope that this book will provide resources for faculty members and departments beginning systematic assessment and will offer encouragement and ideas for departments involved in the ongoing process of assessment. We work in a discipline that does not have established national standards or accreditation requirements; this freedom is both a strength of our discipline and can have an isolating effect on faculty when they attempt to engage in assessment on their own. Departmentally, we must establish our own learning goals and objectives that we will collectively attempt to achieve. To encourage departments in this endeavor, we have also provided a webpage that has collected best practices, models, surveys, matrices, and other tools for departments to adopt for their own purposes, available at www.apsanet.org/~assessment. These references represent the work conducted at most types of institutions—reflecting the scope of the discipline in our work to teach and educate from the undergraduate level to the doctoral level.

Notes

1. Information about the conference is available online at http://planning.iupui.edu/conferences/national/nationalconf.html.
2. Thank you to Fletcher McClellan for his thoughtful definition and explication of these terms.
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The reality of assessment for institutions of higher education in this country has the characteristics of a Tocquevillean providential fact. Assessment is, or will soon be, both “universal” and “enduring.” Yet while the growing pressures of the assessment movement may seem unyielding, it would be a mistake to think that assessment “escapes human power.” Altering its course, however, will require greater theoretical guidance than currently exists. By and large, the literature on assessment is dominated by case studies, “how to” discussions, and a practical orientation that seldom ground the tools and instruments of assessment in a larger theoretical framework (Yorke 2003). Absent a coherent theory or vision that links assessment to the goals of the educational process, we run the risk that our use of assessment will impair rather than improve student learning.

This chapter attempts to address the vacuum surrounding the role and theory of formative assessment—assessment that takes place in the classroom—by offering the pedagogical theory and vision necessary to inform and advance our thinking about assessment as learning. Drawing on the educational philosophy of John Dewey and Michael Oakeshott, along with recent work by Howard Gardner, I argue that just as we teach for understanding, we need to engage in assessment for understanding, integrating assessment into the process of learning itself. The central claim of this chapter is that the challenges of 21st-century higher education require a fundamental shift away from a primary concern with the outcomes or end products of education toward the specifics of the learning process.

In order for faculty to take an active role in this realignment and recast assessment to improve student learning, an understanding of
learning theory is crucial. Five particular insights from the literature on learning are essential: a Deweyan conception of learning as “growth;” the importance of context in the learning process; the idea that learning is grounded in the subjectivity of the learner, which I examine via Oakeshott’s idea of “liberal learning;” the profound importance of unlearning, established by Gardner and others; and the value of cultivating habits of self-assessment in students. Although the last few years have seen marked improvement, as a discipline political science has been relatively slow to embrace assessment. For the most part, the attention assessment receives has been and continues to be dominated by departmental approaches to *summative* assessment, designed to demonstrate to external stakeholders what students have already learned, rather than *formative* assessment, directly aimed at providing feedback that will benefit students who are in the process of learning—a distinction that will be discussed further below. Although the argument is more theoretical than practical, this chapter aims to move us toward a view of assessment grounded in learning theory that can inform a faculty-driven reorientation of assessment toward the path to genuine understanding and lifelong learning.

**From Summative to Formative Assessment**

The current discourse on assessment, both at the national and institutional levels, revolves primarily around the issue of *summative* assessment, or assessment *of* learning, to use Lorna Earl’s useful tripartite typology: assessment *of, for,* and *as* learning (2003). Its purpose is to summarize, measure, and judge the degree and quality of student learning so that it can be reported. As Earl notes, this form of assessment is usually done at the end of *something*—be it a unit, a course, a year, or a degree—and is typically reported symbolically, as a number or letter grade. The most common form of assessment, the results of summative assessment, can be reported internally, to the students, program directors, and provosts; or, externally, to parents, accrediting bodies, and state and federal agencies. These measures indicate how well or poorly students are performing, and are comparative in nature. Because ease of reporting is part of the *raison d’etre* of these results, however, “the test content is generally too limited and the scoring too simplistic to represent the broad range of skills and knowledge that has been covered” (Earl 2003, 23).
Less common, assessment for learning, is formative rather than summative, designed to further the process of learning itself, as opposed to merely measuring the outcome. Formative assessment is typically classroom assessment, which may take the form of observation of students, worksheets, student–teacher conferences, and even in-class discussion. Yorke (2003) describes it as “assessment that helps students to appreciate the standards that are expected from them” (480). Reporting as such is less the purpose than to provide instructors with information about the progress of individual students and to provide feedback to students themselves, with the ultimate aim of enhancing their learning. As one commentator observed, this type of formative assessment “can become so commonplace that it gets ignored and becomes underconceptualized” (Boud 2000, 155).

The third type, assessment as learning, is the focus of this chapter. Also a mode of formative assessment, the notion of assessment as learning emphasizes the role of the student as the crucial link between assessment and the learning process. As Earl explains it, assessment as learning makes students themselves assessors, so that they “personally monitor what they are learning and use the feedback from this monitoring to make adjustments, adaptations, and even major changes in what they understand” (2003, 25). Comparative, norm-referenced standards are even less important here, as the relevant reference points are the students’ own previous work and the goals or outcomes of continued learning. An individualized or personal measure, assessment as learning is meant to foster self-assessment, as a critical habit or practice necessary for facilitating the process of learning itself (see Boud 1995).

The focus of this chapter then is on the formative assessment that occurs in the classroom and that fosters continued learning as it happens, rather than to certify learning that has already taken place. My assumption, following Daniel Boud, is that formative assessment in the classroom must influence a student’s own self-assessment for it to have lasting value. Nothing in this chapter is incompatible with the forms of summative assessment discussed above that do serve a purpose and in any case are here to stay. However, it is also worth taking seriously Boud’s point that, in the larger view, “existing assessment practices are perhaps the greatest influence inhibiting moves towards a learning society” (2000, 155-7). If the oft-cited Deweyan idea of lifelong learning means anything, it must involve cultivating habits that are carried outside the classroom.
and beyond the university. And the best way to do this is through an approach to assessment as learning that stimulates and teaches student self-assessment, which I will turn to below. In the end, the extent to which assessment inhibits rather than promotes student learning is something that falls within the human power of teachers to influence.

**DEWEY AND THE CONTEXT OF LEARNING**

In Dewey’s vernacular, education is “the enterprise of supplying the conditions which insure growth” ([1916] 1944, 51). Elevating in this way something as vague and unspecific as creating a certain set of conditions to education’s highest end may grate on the ears of those accustomed to talk of the ultimate goal as test scores or the acquisition of knowledge or the demonstration of particular abilities or skills. Yet this fundamental shift away from a primary concern with the outcomes or end products of education toward the characteristics of the learning process itself marks a key focus of Deweyan pedagogy. Indeed, Dewey’s appreciation of the importance of context ran deep. All human action, thought, and imaginative endeavor, from the most rudimentary sense perceptions to the most elaborate theoretical constructs, must be seen as a response to the changing conditions of its environment. As he claimed in *Human Nature and Conduct*, “all knowing, judgment, belief represent an acquired result of the workings of natural impulses in connection with the environment” (1922, 187).

The process of learning is no exception. For Dewey, learning is a name for our adjustments to moments of conflict or discontinuity between the human organism and its environment. This fundamental corrective behavior or “activity” inheres in life itself: “In order that life may persist, this activity has to be both continuous and adapted to the environment” ([1920] 1982, 125-8). The thrust of Dewey’s educational theory, baldly put, is to make classroom learning an extension of this natural human activity or “motion” rather than an impediment to it. By virtue of the human organism’s natural participation in this constant exchange with its environment, which always includes physical reactions as well as mental acts, Dewey believed students or “learners,” a category which includes children and adults, possessed an array of “natural powers” or “natural capital” always operative in the form of reflection or
thinking. This includes curiosity, suggestion (ideas or beliefs stimulated by experience), and intellectual organization. For Dewey, these natural powers of individuals are “urgent for development, needing to be acted out in order to secure their own efficiency and discipline.” Though they may require a certain guidance and the inculcation of traits of “seriousness, absorption, and definiteness of purpose” to receive their highest expression, these powers are poised to unfold naturally, while engaging the full emotional and intellectual range of the self—that is, an ineluctable part of “a normal development of a life process” (1922, 185).7

The task for educators is to create classroom conditions that build on these natural powers and development rather than thwart them in favor of activities more easily regulated and assessed but always less engaging to students. When it comes to classroom assessment, the fundamental challenge resides in designing forms of assessment that promote rather than impede the natural human activity of learning, while contributing to the overall end of ensuring growth. Projects, active learning assignments, and peer-to-peer learning that both communicate to teachers where students are at in the learning process, and spur new learning stimulated by immersion in problem-saturated contexts, are the goal. So if learning is a response to changing conditions, the issue is embedding forms of assessment—understood as direct feedback on student learning—within the learning processes of the classroom context. Here, the key point is that the feedback given students is linked to opportunities for improvement, so that the feedback is utilized to yield enhanced work (Boud 2000, 158).

Although far from today’s classrooms, the best historical example of a contextualized approach that embeds assessment—understood as immediate, individualized feedback on learning—is in the institution of the apprenticeship. Interestingly, not only Dewey but Howard Gardner, the developer of the “multiple intelligences” concept, have written with admiration about the learning model of the apprenticeship.8 Indeed, Gardner identifies two dominant modes of learning or the “training” of human intelligence in human history: the traditional apprenticeship, which emphasized observation, demonstration, teaching by example, and learning by doing; and the formal scholastic setting more familiar today, which stresses the importance of memorizing and understanding material from lectures and textbooks that is to be marshaled for homework, exams, and success in later life. The key distinction Gardner wishes to illustrate by way of this contrast is the difference between teaching and
learning that occurs in context, in the flow of an engagement with a project of some kind, and decontextualized instruction that takes place in a sterile classroom setting isolated from the stream of ordinary experience (1993a, 162).

Clearly, the *bête noire* of education from Gardner’s point of view, given what we know about the diverse manners in which individuals learn, is what he has termed “the uniform view of schooling”—namely, the belief that, as much as possible, students not only should study the same material, but that this material should be conveyed and assessed in the same manner via standardized assessments administered at regularized intervals. Part and parcel of this approach is a heavy reliance on what Gardner calls the “text-test” model. Unlike the apprenticeship model, where both instruction and assessment occur in the context of “performances” of understanding, putting what is learned into practice, here the scene of assessment is de-contextualized, removing the demonstration of what has been learned from its natural embeddedness in the context of performative activity. Severed from the process of learning itself, what can be demonstrated in these formal testing situations is limited to literal repetitions of the material of instruction, as opposed to the kind of demonstration of understanding that could only be displayed in the course of putting that material to use. Inevitably, the “testing tail wags the curricular dog,” as Gardner put it, and the matter to be taught is reduced to what can be most readily regurgitated and most efficiently scored on the decontextualized exams. Depth of instruction is sacrificed to greater “coverage.” Learning is reduced to mere absorption and rote repetition; teaching becomes simply the transmission of information. Although less quantifiable, projects and performances of understanding nonetheless serve the purposes of external accountability or summative assessment (1993a, 70; 161-5).

**Oakeshott’s Third Way: Exercising versus Assessing**

While the two approaches Gardner juxtaposes—the apprenticeship model versus the formal testing model—do offer a valuable contrast that is very instructive for his purposes, as well as for contrasting current realities with how they could be otherwise, neither seems a model
that can be directly emulated by universities of the 21st century. I would suggest a third possibility, one inherent in what philosopher Michael Oakeshott captured by his phrase “liberal learning.” Intimating a sort of middle ground between Gardner’s two poles, Oakeshott argued that what we know cannot be separated from the use we make of it. Neither the “knowing how” imparted in the apprenticeship model or the “knowing what” that is instructed in the classroom should be taught in isolation from one another. As a result, knowledge must be understood as something other than the mere transmission of information without regard for its use. Here the thrust is clearly toward getting outside the classroom and traditional lecture formats (Oakeshott 2001, 45; 53).9

Despite harboring something of a romanticized ideal of the university, Oakeshott’s conception of learning was eminently practical: “acquiring something you can use because you understand it.”10 The simplicity of this concept allows Oakeshott to escape the “famous dilemma,” as he calls it, which seems to underlie Gardner’s two models: the dilemma of conceptualizing learning as the acquisition of knowledge or as the development of the personality of the learner. To put it another way, it is the dilemma of choosing between standardized and individualized approaches to teaching and assessment. At the most fundamental level, for Oakeshott learning is a defining characteristic of the human condition; we become human only through learning. As a result, knowledge ceases to be something external to the individual and cannot possess value independently of her self-understanding. Ultimately, everything we know is in terms of what it means to us (2001, 6-8; 40).11 This subjective character of learning is what renders the practice of self-assessment so important, as we shall see below.

There are two key points here. The first is that while both information and judgment must be learned, they cannot be taught or learned separately. However, the catch is that information and judgment, which Oakeshott also refers to as “being able to think,” cannot be taught—or assessed—in the same manner: “Since learning to think is not acquiring additional information, it cannot be pursued in the same way as we add to our stock of information.” Unlike information, judgment cannot be imparted directly; on the contrary, it must be taught indirectly or “obliquely” in the course of the instruction of information, rather than apart from it (2001, 57). Because judgment obtains in the areas left undefined by rules, thinking cannot be separated from the personal
exploration Oakeshott elsewhere embraces as essential to the pursuit of
learning. That is the second point.

The upshot of this for our discussion is the central role accorded
assessment, broadly understood. One of the main tasks of the teacher,
Oakeshott believed, is to “exercise” the students in the information that
has been instructed. While formal examinations may qualify as this sort of
“exercise,” to the extent they rely upon mere memorization they may very
well fail the key requirement in Oakeshott’s conception, which is that the
students be exercised in such a way that “what has been acquired may be
recognized in forms other than those in which it was first acquired, and
may be recollected on all the occasions when it is relevant” (2001, 56).12
Calling to mind Gardner’s idea of teaching for understanding, Oakeshott
held that the importance of information is not merely “the accuracy with
which it is learned.” Knowledge or understanding involves “the readiness
with which it can be recollected and used” (2001, 56). This orientation,
like the one Gardner has been propounding for two decades, points un-
equivocally toward forms of assessment that occur in context, and which
are grounded in the subjectivity and experience of the learner.

ASSESSMENT AND UNLEARNING:
THE EDUCATION OF HABIT AND SELF-ASSESSMENT

In one of his many formulations, Dewey described education as “a con-
tinuous reconstruction or reorganization of experience”—or, better, “a
process of renewal of the meanings of experience” ([1916] 1944, 321-2).13
The language of “renewal” and “reconstruction” are not overstatements
or hollow rhetoric. For Dewey, learning always involves more than mere
absorption; in the absence of the renewal or reconstruction of personal
experience that accompanies “growth,” it is not clear that learning occurs
at all: “a child’s character, knowledge, and skill are not reconstructed by
sitting in a room where events happen. Events must happen to him, in a
way to bring a full and interested response” (Suzzallo 1979, 470).

Contemporary theorists of learning have deepened this point fur-
ther. The “text-test model,” as Gardner calls the absorption approach,
is limited by its failure to stimulate reconstruction of experience, or, in
Seymour Sarason’s phrase, to help students “unlearn” (2004, 152). Gar-
dner too has been particularly insightful on the issue of the “constraints”
operative in the mind that inhibit understanding. Recent research has suggested that structures of assumptions or theories about how the world works are already entrenched in the mind by the end of childhood. Contrary to accepted wisdom, these early frames of mind prove extraordinarily difficult to alter, even with considerable amounts of schooling (Gardner 1983, xviii; 1999, 120).

Striking examples of the power of such constraints can be found even at elite universities, like MIT and Johns Hopkins. In one study, when asked to apply theoretical concepts to relatively simple phenomena, “A” physics students provided incredibly unlearned responses. Gardner observed not only that the students failed to give correct answers, but that the answers given mirrored those of people who had never studied physics, including younger children. “Despite years of schooling,” he concluded, rote learning of external curricula had ensured “the minds of these college students remain fundamentally unschooled” (1999, 120; 1993b). In Deweyan terms, their accumulated experiences failed to be reconstructed or renewed in any way.

The existing “natural lines of force” within these students’ intelligences, as Gardner described them, reminiscent of Dewey’s notion of “active powers,” rendered their ability to learn new, more complex theories surprisingly difficult. In short, they were never able to unlearn them. Here Sarason is especially clear:

The road of learning has its ups and downs and their major source is a way of thinking and acting that in some way prevents you from a different way that you (or someone else) want or need to acquire. The source may be personal, cognitive, emotional, motivation, or all of these, and if that source is not identified, the individual has a hard time of it (2004, 152).

So what would it mean to take the need to unlearn into account in our approach to assessment? The place where regular, embedded forms of assessment become relevant is in fostering habits that promote this crucial process of “unlearning.” Specifically, unlearning invites an emphasis on formative self-assessment, understood in the context of what Dewey described as the “reconstruction” of experience.

The concept of self-assessment involves recognizing the role of the student as an assessor of her own work. The aim, as Earl argues, is
to establish the student rather than the professor as the “key assessor” so that self-monitoring and self-correction or adjustment become natural, in the sense of a habituated process of learning. Her point is that “learning is also dependent upon self-monitoring and awareness” (2003, 100). As we know, at the most basic level, assessment is about standards or benchmarks, and measuring student performance relative to desired outcomes and criteria. There is no better way to foster learning than by involving students in the evaluative process endemic to assessment. In other words, if students are given clear examples of what quality work looks like, understand the steps required to get there, have knowledge of the standards by which we are judging their work, and of course multiple opportunities for practice, they can become the best evaluators of their own work—not simply to pronounce a final judgment on it, but to foster a continual process of self-evaluation and improvement that, in the end, will improve learning outcomes, rather than simply measure them.

The problem is that statements of learning outcomes and standards commonly encountered on syllabi are often “generally insufficient to convey the richness of the meaning that is wrapped up within them” (Yorke 2003, 480). Here the ubiquitous “Bloom’s taxonomy” is especially guilty. As Yorke argues, fostering student self-assessment in the classroom is a way to “maximize the intersubjectivity of understanding” between the teacher and students about the demands of the course that provides the requisite exemplification and discussion for students to fully understand the criteria and standards involved (480). As Earl puts it, if we want students to become critical thinkers, we can’t create contexts where students must “wait for someone to tell them the right answer” (2003, 102).

In *Human Nature and Conduct* (1922), Dewey offered the example of a stalled traveler to illustrate the role of habits and context in learning that also underscores how self-assessment and self-adjustment are crucial for the development of genuine critical thinking. Viewed from without, a traveler is marching forward, striding confidently with little attention to his path or destination. Suddenly, his progress is disturbed, his forward motion quelled. An obstacle has been encountered that needs to be surmounted before his movement can continue. The traveler is momentarily confused, at a loss for how to proceed. The emotions are engaged: shock, confusion, perturbation, uncertainty. He does not know what hit him, or where he was going. But a new impulse is spurred, which becomes the starting point of an investigation. Dewey continued:
Habits, which were interfered with, begin to get a new direction as they cluster about the impulse to look and see. The blocked habits of locomotion give him a sense of where he was going, of what he had set out to do, and of the ground already traversed. As he looks, he sees definite things which are not just things at large but which are related to his course of action. The momentum of the activity entered upon persists as a sense of direction, of aim, it is an anticipatory project. In short, he recollects, observes, and plans (1922, 181-2).

From here, the fruits of observation and recollection are projected and generalized into principles. Rooted in the context of his environment, the traveler seeks the unity or synthesis necessary to return him to a consistent, productive relation to his surroundings. Knowledge results as old habits are adapted to the new impulse. The confused situation is “cleared up,” which for Dewey is “the essential function of intelligence” (1922, 183; 180).

This process is precisely what students should be taught to “monitor” through the practice of self-assessment. But how does one implement this in the classroom? The most basic form of self-assessment and easiest to employ is the student journal—or any kind of regular, brief, reflective assignment that allows students to reflect on their own learning. Margaret Mott (2008) has described a wonderfully creative and deeply engaging way to incorporate personal reflections through assignments that promote linking individual experiences to theoretical concepts and claims from political theory texts. In tandem with readings from thinkers who offer models of “reflective subjectivity,” like Montaigne, Foucault, and Audre Lorde, she uses an assignment that involves expressing the voice of one’s “internal critic” on the top half of the page and then attempting to defend oneself against this critic on the bottom half. Promoting implicit self-assessment, Mott insists that, with all personal writing, “the writer must be both producer and first judge” (2008, 210). Student journal assignments need not be this specific or theoretical. Fishman and McCarthy’s “Class Reflection Log,” which involves brief questions distributed at the end of class to be addressed by the next class, fosters habits of self-assessment with questions like: “Reflecting on today’s class […] did you learn anything as you listened to your classmates’ remarks? Which classmate’s comments had the most weight for you and why?”
These brief reflections can pertain to particular assignments: “Compare the letter exchange and the study questions. Which helped you learn more about the assigned texts?” Or, be more general: “What have you learned in the class so far, and how have you learned it?” They can even go beyond the particular class: “Compare two classes [you are taking this semester] in terms of how you figured out how to do well. Please be specific about the things which have helped you figure it out in each class.” Toward the end of the course, students were asked, “How has this class affected your self-confidence as a learner?” And, “Has this class caused you to alter or see in new ways any of your views?” (Fishman and McCarthy 1998, 227-30).16

Framing what we have called “unlearning” in a slightly different way that makes it of particular relevance to political science, Sato et. al. (2005) hold that “changing your mind is the best kind of learning,” and describe the use of “learning journals” where students reflected in each class not only on what they were learning but on how their minds were changing (179). Given the myths and simplistic shorthands about political life that virtually any course in political science seeks to challenge and in a Socratic spirit get students to rethink, regular use of this sort of self-assessment focused on the changing of minds seems not only appropriate but essential.17 Not only does this practice benefit students, in terms of the development of critical habits, the information gleaned from student journals can inform teaching, allowing instructors to make adjustments based on what students are understanding or not understanding (Sato et al. 2005, 180). That students in political science may be able to meet desired learning outcomes without having changed their minds in any fundamental way would seem sufficient cause to question any approach to assessment that does not include self-assessment.

One of the virtues of an emphasis on self-assessment is that it teaches students that they share a responsibility in their own learning. Not only is this important in itself, as a means to creating independent, lifelong learners; giving students greater control over their own achievements has a positive effect on motivation and self-esteem.18 Here Gardner, as well as the advocates of self-assessment, agree that regular, multiple, and challenging opportunities to practice and develop these skills and habits are essential. As Boud holds, suggesting a link between formative and summative assessment, “the challenge is to find a balance between providing a wide range of new learning opportunities for students and
enabling them to complete the feedback loop enough times for them to gain the confidence that their achievements are secure and can really demonstrate the desired outcomes” (2001, 158). Moreover, through the use of electronic or “e-portfolios,” these forms of self-assessment, along with more traditional papers and projects, can be compiled across a student’s university career to create a summative measure that documents learning outcomes (Gibson and Barrett 2003; Ittelson 2001).

**Toward Assessing for Understanding**

The overarching claim of this chapter has been that it is possible to understand and recast assessment in a way that coheres with the pedagogical orientation Gardner has called “teaching for understanding.” Not unlike Oakeshott, in Gardner’s view, an individual understands “whenever he or she is able to apply knowledge, concepts, or skills acquired in some kind of an educational setting to a new instance or situation, where that knowledge is in fact relevant” (1993a, 188). Even highly touted improvements on standardized tests around the country may only rarely be linked to actual gains in understanding (Knight 2002).

To grasp fully what it would mean to assess for understanding, we must think through the practical implications of the five insights outlined at the outset. Although there may well be more, in the space that remains I will briefly touch on four: the resulting changes with regard to learning styles, curriculum, tests, and assignments, and grading. Given the current state of our knowledge of human learning and intelligence, Gardner outlines three general criteria that any new form of assessment should meet. First, it must be “intelligence-fair.” Given the existence of multiple, independent dimensions of intelligence, assessment of the effectiveness of an intelligence must proceed directly; that is, musical intelligence, for example, must be assessed through musical means—a performance, presumably—and not “screened” through the lens of logic and language. Second, it must be “developmentally appropriate” for the individual’s developmental level in the given domain of knowledge to be assessed. Lastly, assessment must be linked to recommendations, which in turn should be linked to opportunities for improvement. In other words, assessment should involve the kind of feedback from which students can benefit—in a word, from which they can learn—such that their
future growth and education path can proceed more wisely (Gardner 1993a, 72).

Underscoring a point many teachers have long perceived, Gardner emphasizes that “short-answer, multiple choice tests stifle students’ and teachers’ initiative.” Forms of assessment that fit this model are not learning experiences and rarely offer students useful feedback. On the whole, the direction of Gardner’s work pushes teachers to develop “more probing, open-ended forms of assessment,” as opposed to “one-shot” exercises (1993a, 82). Similarly, Torrance and Pryor distinguish between “convergent” and “divergent” assessment (cited in Yorke 2003, 480). While convergent assessments gauge student performance on pre-specified objectives, divergent assessments evaluate student learning in more open-ended tasks. In their view, both formative and summative assessments need to be slanted toward divergent forms.

Gardner’s approach involves more than performance and doing. Discussion and analysis play an integral role, and instruction seeks to foster ways of thinking rather than mere information. Here curriculum and assessment must intimately intertwine, uniting learning and assessment through the medium of the project. More specifically, Gardner discusses the use of “domain projects.” A domain project is a set of exercises that simultaneously serve as a part of the teaching and a form of assessment, and which feature perceptual, productive, and reflective elements (1993a, 144-9).21

Another form of assessment in line with Gardner’s approach is the portfolio or “processfolio,” to use his preferred nomenclature. Unlike a traditional portfolio, which showcases finished products, a processfolio contains both drafts and completed works, emphasizing the notion of a creative process. Here, again, both learning and assessment occur in context. “Rather than being imposed ‘externally’ at odd times during the year,” Gardner explains, “assessment ought to become part of the natural learning environment.” Although not nearly as amenable to efficient, clear-cut assessment, these open-ended projects do provide formal evaluation. Most importantly, they afford individual creativity ample room to operate and develop, avoiding not only the unnatural constraints inherent in formal testing, but the “intrinsic dullness of the materials” as well. Because rooted in the personal experience of the learner, they are both motivational and educative (Gardner 1993a, 174; 178).22
In this way, Gardner underscores the importance of approaching assessment as a “performance of understanding.” Unlike more commonly encountered examinations, such performances beget deep student engagement. Students inevitably “take regular and increasingly major responsibility for reflecting on the nature of their performances and on the means for improving them.” Because these types of projects and performances are not quick, in-and-out transactions, they unavoidably are more time consuming. This fact, in addition to the overall implications of Gardnerian (and Deweyan) pedagogy, counsels a “radical foreshortening” of the curriculum, as Gardner puts it. Having to scurry throughout the term at a breakneck pace to “cover” large swaths of history or curriculum marks the ruin of many a course. Instead, Gardner advocates a much narrower—but more profound—focus on several “rich or generative concepts” that can serve as an occasion for reflection and extended contextualized learning and assessment.

For instance, even in an introductory course in political theory, one might focus on four or five representative works from different historical periods—e.g., Plato’s Republic, Augustine’s City of God, Machiavelli’s The Prince, and Locke’s Second Treatise—that can be pursued in greater depth, rather than cramming a broad but more superficial survey of many more works into one course. The idea of focusing on several “case studies,” so to speak—that can be approached in a deeper way from multiple angles and richer forms of assessment—could be applied to a course on liberation struggles or comparative government or American political development. An excessive quantity of things to be learned often constrains instructors to more quantifiable but less engaging forms of assessment. As Gardner put it, “so long as one tries to cover a huge amount of material in school, an education nuanced in the light of multiple intelligences becomes virtually impossible” (1993a, 191; 202-3).

The last issue worth touching on in our discussion of formative assessment is grading. For starters, the commonplace notion inherited from an inordinate stress on summative assessment that grading itself is sufficient as feedback on student learning must be displaced. There is evidence to suggest that grades can act as an impediment to student learning. Feedback, in the form of specific comments that, importantly, “allow students to see the gap between their actual production and some reference point that makes sense to them,” plus grades, may lead to lesser learning than feedback without grades (Earl 2003, 105; Boud
In addition to formal feedback on particular assignments, informal opportunities to provide feedback, including teacher–student conferences, are also integral. One of the most difficult shifts when it comes to grading, especially for divergent forms of assessment, may be what Sato, Coffey, and Moorthy (2005) describe as the change from assessing based on the accuracy of the response to the criteria of completion and progress. As they report, “students provided fuller responses and [...] took more risks when they were not trying to figure out the ‘right’ response that [the instructor] wanted” (179). Peer assessment also has a role to play. But it is important that such exercises are well-designed and appropriately performed. Students must know that mistakes are a normal part of learning.

**Conclusion**

Assessment is here to stay. The question is no longer whether assessment will become a part of the pedagogical practices of all faculty; it is whether the forms of assessment faculty employ will be an enhancement or a hindrance to student learning. The theoretical orientation of this chapter is meant to offer the kind of framework and knowledge of learning theory that can inform faculty efforts to think creatively about forms of assessment that fulfill not only the needs of their universities and their departments, but their students as well. In the absence of clear continuities between assessment and classroom experience, the forms of assessment we employ may prove to be “mis-educative” rather than truly educative.
NOTES

2. On this point, see Bain (2004) and Earl (2003), who hold, “knowing about learning for teachers is like knowing about anatomy for doctors” (114).
3. A special APSA panel on assessment for department chairs in 2001 found that political science “has not been in the forefront in interpreting assessment objectives and designing procedures… In most departments, assessment is regarded as a lot of work unlikely to be worth doing… The majority of participants’ remarks challenged assessment mandates, their costs and their usefulness in informing program development and reform” (quoted in Smoller 2004, 875).
4. For example, see Kelly and Klunk (2003); Campbell (2007); Deardorff (2007); Hamann (2007); Suskie (2007). The exception here in recent years has been the ideas generated via the APSA’s annual Teaching and Learning Conference, which continues to be the discipline’s greatest engine for new ideas in the areas of pedagogy and assessment. However, even here the commitment to assessment as a vehicle for improving student learning amounts to little more than lip service, in that it is not linked to a more developed theoretical vision outlining how to get there. See Axel et al (2006).
5. Boud continues, on the same page, “Ironically, we have given insufficient attention to those aspects of assessment that contribute most to students’ ability to learn for themselves and thus contribute to a learning society.”
6. A few more recent voices, like that of Seymour Sarason (2004), have seconded this insight and noted that the highest priority of educators is attending to the context of learning.
8. Interestingly, the demise of the institution of the apprenticeship marks a recurring lament in Dewey’s educational writings. In the apprenticeship, learning takes place in a context that unites thinking and doing, theory and practice, rather than attempting to teach swimming while outside the pool, as Dewey once characterized purely intellectualized learning. The apprenticeship also fostered certain habits of discipline, responsibility, and obligation to produce something in the world. Dewey called it “character-building” (1964, 297–98).
9. On experiential learning suggested in this last point, see Roberts (2005).
10. Oakeshott famously defended the institution of the university as “a place of learning” set apart from “the muddle, the crudity, the sentimentality, the intellectual poverty and the emotional morass of ordinary life.” Above all, it affords “liberation from the here and now of current engagements”—in a word, an “interval,” defined neither by utility for later life nor by a specific set of values, in which the individual is invited to further understand herself and her world:
“an endless unrehearsed intellectual adventure in which, in imagination, we enter into a variety of modes of understanding the world and ourselves and are not disconcerted by the differences or dismayed by the inconclusiveness of it all” (2001, 18; 30; see also 105-17).


12. Here I am reminded of the complaint students often make about what they regard as unfair or “tricky” exams that contain “surprises” or unfamiliar contexts. The problem lies less in the tricky questions than in the fact that little in the preparation leading up to the exam involved the application of concepts or imparting the ability to think.

13. As we have seen, learning is a process. As Sarason put it, nicely capturing the inseparability of the group and individual dynamics, it is a process that “occurs in an interpersonal and group context, and it is always composed of an interaction of factors to which we append labels such as motivation, cognition, emotion or affect, or attitude” (2004, vii).

14. Interestingly, Dewey believed that even what we refer to as consciousness was a function of habits. For instance, he explained that a baby can “know little” and an adult “know much” when confronted by the same thing, “not because the latter has a ‘mind’ which the former has not, but because one has already formed habits which the other has still to acquire.” The philosopher, the scientist, the physician, and the politician “know with their habits not with their ‘consciousness’” (1922, 178).

15. Stephen Fishman nicely describes the emotional dimension always present in such moments: “[Learning] happens when desire is frustrated, attention is aroused, and we investigate our surroundings with purpose, learning new ways to achieve our sought-after ends” (Fishman and McCarthy 1998, 19).

16. Fishman and McCarthy include all 22 Class Reflection Log queries in the appendix of their book (1998, 227–30). Fishman even had students reflect on his own in-class exams by having them write responses to things like: “What sort of questions did you expect; that is, did the exam questions surprise you in any way?” “Do you feel you learned anything by getting ready for the exam?” “How do you feel about your grade?” On other days, students reflected upon: “What responses from the teacher to your recitations in class or to your writing do you particularly remember?” “What were their effects on you?”—all offering invaluable feedback to him as well (229).

17. For a rich discussion of the linkage between these critical habits of mind and citizenship more generally, see Villa (2001).

18. As Boud puts it, “Assessment practices must contribute towards the building of students’ confidence in their ability to learn, not undermine it” (2000, 157).

19. Boud continues, “Unless students are able to use feedback to produce improved work, through for example redoing the same assignment, neither they nor those giving feedback will know that it has been effective” (2000, 158).
20. For more on multiple intelligences in the context of political science, see Gershkoff (2005).

21. One such project is called the “biography of a work.” Here students observe sets of sketches that preceded the composition of two significant works of art. In one instance, Andrew Wyeth’s Brown Swiss and Picasso’s Guernica were used. Following the examples of these two artists, students are asked to create a work that expresses something about them. After a second session on the metaphorical use of objects in art, students return to their sketches, adding another dimension. In a third session, students examine their successive drafts and set about composing their final work. A key element of the domain project is the use of self-assessment procedures during the project to afford students the opportunity and invitation for learning and growth. Gardner’s examples are not drawn from political science, but with a bit of creativity instructors could surely apply his concepts and approach. One of the initiatives of Gardner and his colleagues at Harvard’s Project Zero is a program called Arts PROPEL, whose approach (and acronym) emphasizes production, perception, reflection, and learning. See Gardner (1993a, Chapter 9).

22. Gardner reproduces the guidelines for the processfolio assessment system (1993a, 150–1). He also reports progress being made in a collaboration between Project Zero and the Educational Testing Service (ETS), responsible for the SAT and other standardized tests toward the development of procedures for evaluation projects and portfolios (1993a, 185).


24. Boud stresses, “Having peers rate each other on relatively uninformative scales to produce marks which are used primarily for classificatory purposes tends to disrupt learning altogether” (2000, 157). In this context, Earl gives the example of the “fishbowl” exercise. A few students discuss or debate a problem or issue and their analysis of it, while the rest of the class sits in a circle around them, making notes, thinking about rival hypotheses, other resources that may be useful, etc. This feedback from the class is then offered to the fishbowl participants as the starting point for their next discussion (2003, 106).

25. Dewey asserted, “Any experience is mis-educative that has the effect of arresting or distorting the growth of further experience” ([1938] 1997, 25).
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The modern assessment movement in higher education emerged in the 1980s from two concerns, expressed by separate groups, about the effectiveness of education policies and practices in the United States. Coming from stakeholders outside the academic community was the idea that educational institutions, starting with K-12 but extending to colleges and universities, should be held accountable to public policymakers for their success in producing students who were prepared to meet the demands of the global economy. The second concern, which emerged from within the academy, was the need to make teaching the highest priority of the professoriate and to find ways to strengthen the undergraduate curriculum and improve the quality of instruction. Both constituencies saw outcomes assessment as an important means to address their respective issues (Ewell 2002).

As a result, assessment efforts in American colleges and universities have taken place in an uncertain, often tense atmosphere. By opening educational processes to outside scrutiny, assessment on many campuses became associated with interference from politicians and accreditors. Faculty members were suspicious of how college administrators, situated between both the accountability and improvement camps, might use assessment results.

This chapter examines the development of the assessment movement in higher education nationally and in the political science discipline. The first section applies John Kingdon’s version of the “garbage can” model of agenda-setting in public policy (Kingdon 2003) to the question of how assessment became a preferred solution in efforts to reform higher education.
Though many people in higher education believe that assessment was an externally driven phenomenon, this analysis shares the view of the political scientist and assessment chronicler Peter Ewell (2002) that the movement was a convergence of simultaneous, separate streams of activity.

The second part of the chapter focuses on assessment activities in political science. The argument is that, as a discipline, political science was slow to recognize the importance and staying power of the assessment movement, so much so that the profession was accused of being “ignorant” (Julian, Chamberlain, and Seay 1991). This began to change with the APSA task force report on reforming the political science major (Wahlke 1991), which recommended that the discipline pay greater attention to how individual students and departmental programs are evaluated. At annual meetings in the 1990s, APSA committees and staff sponsored panels on teaching and learning issues and specific programs on assessment for department chairs. By 2000, one-half of political science departments were involved in some kind of assessment activity and faculty scholarship in teaching and learning increased significantly. In the current decade, APSA intensified its efforts to provide leadership and support. The APSA Conference on Teaching and Learning, held annually since 2004, has become an important forum for discussion and scholarship of assessment in the discipline.

**Outcomes Assessment as a Case Study in Agenda-Setting**

**Anatomy of a Movement I: Assessment in the Problem Stream**

A major change in U.S. education policy took place in the late 1970s and early 1980s. The primary goal of federal policy during the Great Society years, extending into the early 1970s, was increasing educational opportunity through such programs as the Elementary and Secondary Education Act of 1965, the Higher Education Act of 1965, and affirmative action. By the end of President Reagan’s first term, however, the thrust of education policy had shifted toward how efficiently and effectively education dollars were spent. That is, the attention of policymakers at the federal and state levels turned from increasing educational “inputs” to scrutinizing educational “outputs” (Ewell 1997).
How was education policy redefined? According to Kingdon’s discussion of the “problem stream,” problems come to the attention of people in and around government in several ways. Crises and disasters may suddenly bring issues to the forefront, as the 9/11 attacks demonstrated. More routinely, secular or significant changes in key statistical indicators, such as a rise in gas prices, may raise public awareness. Special studies, commissioned by the government or the private sector, may highlight such indicators (Kingdon 2003, 91).

In the case of education, the report of the National Commission on Excellence in Education, established by U.S. Secretary of Education Terrel Bell, titled *A Nation at Risk* (1983), used dramatic language to emphasize deteriorating performance on SAT tests over a generation, growing numbers of functionally illiterate teenagers and adults, and low rankings of American students in international comparisons of student achievement. Stating that a “rising tide of mediocrity” threatened the educational foundations of society, the commission added:

If an unfriendly foreign power had attempted to impose on America the mediocre educational performance that exists today, we might well have viewed it as an act of war…. We have, in effect, been committing an act of unthinking, unilateral educational disarmament (National Commission on Excellence in Education 1983, 5).

Set against a backdrop of three recessions in the past decade, as well as reports of the rising economic power of Japan and Western Europe, *A Nation at Risk* helped citizens connect declining educational performance to anxieties about economic competitiveness. These concerns were felt most strongly at the state level, where governors and legislatures have direct responsibility for education. Recognizing that investments in education were a key to economic and workforce development, states increased funding for teacher salaries, basic skills courses, and lengthening the school year. However, greater accountability was demanded, not just from elementary and secondary schools (a major issue during this period was merit pay for teachers) but also from higher education (Ewell 1997).

Noting that the rising cost of going to college far exceeded inflation rates, the report, *A Time for Results*, a culmination of a year-long study by the National Governors Association (NGA) in 1986, asked for
evidence of what the public was getting for its money. Among the report’s findings:

Many colleges and universities do not have a systematic way to demonstrate whether student learning is taking place. Rather, learning—and especially developing abilities to utilize knowledge—is assumed to take place as long as students take courses, accumulate hours and progress “satisfactorily” toward a degree (National Governors Association 1986).

Governor John Ashcroft of Missouri, who chaired the governors’ task force on college quality, stated the case for accountability directly:

The public has a right to know what it is getting for its expenditure of tax resources; the public has a right to know and understand the quality of undergraduate education that young people receive from public colleges and universities (National Governors Association 1986, Preface).

Reflecting Ashcroft’s views, A Time for Results recommended that colleges and universities define their missions, goals, and objectives, and that the regional accrediting associations require assessment of progress in student learning. To demonstrate that assessment could bring positive consequences, the NGA report stipulated that colleges with documented success should be rewarded for their efforts. In Tennessee, for example, a $50 million performance fund was established to boost appropriations for state institutions that showed improvement in graduation rates, job placement, and student, alumni, and employer satisfaction (Banta 1986). On the other hand, several states served notice to state universities that failure to develop assessment programs would result in automatic cuts of annual appropriations (Ewell 1997).

Taken together, A Nation at Risk and A Time for Results raised questions of accountability, cost, and quality in higher education. The impact of both reports was magnified by their appeal to national prestige at a time of economic uncertainty. Sponsored by the nation’s chief political executives who had the authority to turn recommendations into reality, the reports played a significant role in redefining the education “problem.”
An Overview of the Assessment Movement

Anatomy of a Movement II: Assessment in the Policy Stream

For politicians, the problem with higher education was lack of accountability. For those inside higher education, the problem was a lack of attention to teaching and undergraduate student learning. Well before the Reagan administration came to power, reformers in the professoriate were working on ways to improve undergraduate education. As a means to promote evidence-based reflection and improvement of academic programs and classroom teaching, assessment became a valuable approach for reformers as well as for those concerned about accountability. How assessment became a preferred answer to the problems facing higher education requires a discussion of what normally goes on in the “policy stream.”

In the policy stream, proposals for government action in response to a perceived problem are developed and refined (Kingdon 2003, 4). Specialists in the bureaucracy, legislative staff units, think tanks, and academia are the main participants, floating ideas in the “policy primeval soup” (Kingdon 2003, 116–17). Much of this activity takes place independently of the problem and political streams, so that many solutions are looking for a problem to latch onto.

In the case of assessment, academics worked closely with government agencies, advocacy groups in higher education, and private foundations to advance ideas about improving the teaching and learning process. Going back to the 1930s and 1940s, educational researchers have examined the effects of the college experience on student learning. Studies in the late 1970s, such as Alexander Astin’s *Four Critical Years* (1977), specifically used the language of outputs and outcomes to ascertain what students get out of college, and what environmental, instructional, and behavioral factors have the greatest impact. Astin argued that colleges should be evaluated according to their results—i.e., how much they contribute to student learning—not their resources or reputation.

The findings of research on student learning provided new insights that stimulated reform efforts within the scholarly community. Organized by the U.S. Department of Education’s National Institute of Education (NIE) shortly after the release of *A Nation at Risk*, the Study Group on the Conditions of Excellence in American Higher Education issued *Involvement in Learning* (1984). The NIE group, which included Astin, found that colleges can maximize learning by setting
high expectations, promoting student involvement in the classroom and co-curriculum, and providing students with prompt and useful feedback on their performance. Colleges should conduct assessment of student achievement not just to improve individual student learning, the report added, but also to improve the educational process.

Numerous reports from national higher education organizations followed, several of which touted assessment as a key element of reform (Association of American Colleges 1985; Boyer 1987). In the midst of these studies, the first national conference on assessment was organized in 1985 by the NIE and the American Association for Higher Education. A second AAHE meeting was held two years later, leading to the establishment of an annual AAHE Assessment Forum that for the next 15 years was the premier gathering in the field for colleges and universities under new state or accreditation mandates wanting to learn how to do assessment.

In addition to practical discussions at AAHE, a scholarship of assessment emerged. Among the early landmarks was Patricia Cross and Thomas Angelo’s manual, *Classroom Assessment Techniques*, which described ways for faculty to learn from student performance in courses (Cross and Angelo 1988). Organized in the late 1980s, the Harvard Assessment Seminars interviewed hundreds of undergraduates on what aspects of college life contributed most to their learning (Light 1990). The newsletter *Assessment Update* was launched for scholars and practitioners in 1989 under the editorship of Trudy Banta, and continues today.

**From Streams to Mainstream: Assessment Becomes Institutionalized**

Ideas in the problem stream may continue to float, die out, change into new forms, or survive to capture the attention of government officials. Those that reach the latter stage are able to meet several tests in the policy process: technical feasibility, value acceptability, economic feasibility, and public acceptance (Kingdon 2003, 131–39).

Applying Kingdon’s criteria for success in the policy stream, outcomes assessment emerged as a viable alternative for several reasons. First, it satisfied the test of technical feasibility. In the 1970s and 1980s, several colleges and more than a few states had experimented with different kinds of assessment models, with some approaches receiving considerable praise. Moreover, there was an emerging research agenda that
was action-focused, developing ready-made prescriptions for improving teaching and learning in college.

Second, to the extent that assessment was a means by which education policies could be judged as cost-effective, assessment was consistent with the value consensus of the 1980s, which stressed efficiency more than equity, and with the actions of the Reagan administration, which cut federal spending for education in absolute dollars during the president’s first term. Assessment was a policy that could be implemented without a substantial increase of public expenditures, thus meeting economic criteria.

Finally, since assessment itself is a process for evaluating curricula rather than a prescription for a particular kind of academic program, state universities and private colleges could sidestep political controversies associated with the “culture war” such as whether colleges should re-emphasize the Western canon in general education (Bennett 1984; Bloom 1987). It is true that assessment brings its own set of political issues, but as it is implemented at the campus level, the politics of assessment are localized.

Even if an idea satisfies the criteria, that does not guarantee its adoption into public policy. Conditions in the “political stream” must also be favorable. Swings in the national mood, the balance of organized groups, and changes in the composition of government may block or facilitate the progress of a proposal (Kingdon 2003, 145–64). With regard to assessment, the political currents were favorable. Though the Reagan administration sought to reduce federal education spending, the fact that it advocated education reform helped to mitigate partisanship (Bell 1988). Since assessment was viewed as a remedy for a variety of problems with education in the U.S., including cost, quality, and accountability, leaders in both political parties across the federal executive branch, Congress, and the states supported the idea.

For a lucky few ideas, conditions in all three streams may converge to create the feeling of “an idea whose time has come.” If, as in the case for assessment, there is widespread agreement that there is a public problem that needs government attention, a policy alternative that could meet the need, and political support for government action, policy can result. There is still the chance that an idea could fall by the wayside if key actors do not take advantage of the “window of opportunity.” As Kingdon notes, it requires a keen sense of timing for policy entrepreneurs
or advocates for the proposal to help officials and the public make the connection and drive the idea to the top of the policy agenda (Kingdon 2003, 165-95).

By the end of the 1980s, both accountability and improvement advocates pushed assessment to the forefront of higher education reform. Governors such as Lamar Alexander in Tennessee, Tom Kean in New Jersey, and John Ashcroft in Missouri (Republicans, notably) took the role as advocates for education reform and implemented innovative assessment programs in their respective states. Leaders in higher education such as Ernest Boyer included assessment in their prescriptions for improving undergraduate education. Within the Reagan administration were officials such as Secretary of Education Terrel Bell and his successor, William Bennett.

Five years after the release of *A Time for Results*, forty states mandated some form of assessment for their respective university systems. The Southern Association of Colleges and Schools (SACS) and the North Central Association of Colleges and Schools became the first regional accreditation organizations to require member institutions to adopt assessment plans and, following an executive order by Secretary Bennett in 1988, the remaining accreditors followed suit. By 1993, 98% of colleges and universities claimed to have developed or were in the process of developing assessment plans (Ewell 2002, 13).

**THE ASSESSMENT MOVEMENT AND POLITICAL SCIENCE**

*A Follower, Not a Leader: Political Scientists and Assessment in the 1980s*

With the exception of a few departments at institutions that were ahead of the assessment trend (Thompson 1991; Magruder and Young 1996; O’Brien et al. 1996), political science faculty showed little interest in outcomes assessment when the movement began. A national survey of political science departments, conducted by Julian, Chamberlain, and Seay (1991), revealed that less than one-sixth of responding programs had stated policies mandating collection of certain kinds of outcomes data. Nearly all of those departments with mandated assessment programs were accredited by SACS or North Central, which were leaders in the assessment movement, as noted above.
Though over one-half of all respondents in the Julian et al. survey replied that they had plans to increase their assessment efforts in the near future, the results were disappointing to the authors. Noting the negative comments from several respondents, who questioned the need for gathering outcomes data and the uses to which external actors may put assessment results, they observed little awareness within the discipline of the power of the assessment wave:

While it is understandable that a professor may care little for the idea of measuring outcomes, it is much more difficult to understand how political scientists could be ignorant of such a massive educational and political movement (Julian, Chamberlain, and Seay 1991, 208).

**Toward Assessment in Political Science: The Wahlke Report**

Around the time of the 1991 assessment survey of political science departments, however, the results of a national project to reform undergraduate majors were released. Following up on its 1985 report, *Integrity in the College Classroom*, AAC enlisted twelve learned societies, including the American Political Science Association, to examine the state of their respective undergraduate majors among member institutions and formulate recommendations that would lead to greater structure and coherence in major programs (Zemsky 1989; Association of American Colleges 1991).

Appointed by Lucian Pye, then President of APSA, the Task Force on the Political Science Major, chaired by former APSA President John Wahlke, discovered that few departments organized major programs that exposed students to core subject matter of the discipline, provided sequential learning, or promoted integration of students’ knowledge. Published by AAC and reprinted in *PS: Political Science & Politics* as a “Report to the Profession” in 1991, the “Wahlke Report” called for a model political science curriculum that would:

1. introduce students to a common set of core topics;
2. develop intellectual skills (analysis, writing, research, oral presentation);
provide opportunities to experience at least one real-life political situation off-campus (internships, Washington and state capital seminars, political participation, study abroad); and

provide sequential learning that culminates in a *senior capstone experience* that “requires and assists students to survey their whole learning experience, to recognize the interconnections among its pieces, and to comprehend the limitations of our collective knowledge as well as the gaps in our individual knowledge”—e.g., senior seminar, research paper, series of colloquia, senior thesis, comprehensive examinations (Wahlke 1991, 55).

Without using the word “assessment” (the section of the report was titled “Evaluation”), the Wahlke Report made specific comments about the lack of attention to outcomes assessment in the discipline. With regard to individual student performance, the study remarked, “Evaluation of students’ overall performance is the most neglected element of the major program...often amount[ing] to little more than a summation of discrete performances in the courses taken...” Departments were urged to:

1. define the goals and standards students are expected to reach, emphasizing not merely quantity of information retained but the coherence and interconnectedness of their knowledge and their analytic ability in dealing with new problems and situations;

2. devise or acquire examination and testing instruments appropriate to measuring progress against those benchmarks; and

3. analyze the evaluation process (and results) regularly and update it frequently (Wahlke 1991, 56).

Moving beyond assessment of student learning to program assessment, the Wahlke Report stated, “Evaluation of the effectiveness of the political science program itself is an equally important, even more rarely addressed, problem.” Traditional measures of program effectiveness, such as productivity of faculty members, comparing GPA in the major to that of other majors, and performance in standardized exams were “totally un-justified,” the task force asserted. “We urge the APSA,” advised the report,
“... to develop and seek support for a study of ways to make reliable and valid evaluations of program performance” (Wahlke 1991, 56).

**The Impact of the Wahlke Report on Assessment in Political Science**

Though the Wahlke Report is better known for its recommendations to reform the undergraduate major (Ishiyama, Bruening, and Lopez 2006), it has also been viewed as a strong statement on the need for outcomes assessment in political science at both the classroom and program levels (Bennett 1991). Another way to interpret the report is as a transitional document that called for accountability but did not fully embrace the practice of assessment. Not only did the report avoid the “a-word” in favor of “evaluation,” it did not explicitly mention how the results of evaluation can be used to improve individual student or program performance. By aggregating the results of student performances in the senior capstone seminar, for example, political science programs and faculty could measure how well they are promoting student learning. To use language from the assessment literature, the report appeared to be more concerned with whether students and programs have met learning goals (summative evaluation) than with providing feedback for improvement (formative evaluation).

Whether or not the Wahlke Report was a call to political scientists to join the assessment movement, it does not appear that the report had much direct effect on political science programs. Surveying departments nationwide, Kelly and Klunk (2003) showed that only 40% of departments reported that they required a senior capstone course in the major. This finding was similar to what Ishiyama (2005) discovered more recently in a review of Midwestern colleges and universities. Finding that less than 20% of political science programs in the Midwest contained the minimum required courses recommended by the Wahlke Report (common introductory course, research methods course, and a capstone), Ishiyama concluded that the report had little impact on undergraduate, liberal arts institutions.

**A Glass Half-Full (or Empty): Promoting Program Assessment in the 1990s**

Discussion of program assessment in the aftermath of the Wahlke Report was included in the APSA Roundtable for Department Chairpersons
at the 1993 annual meeting. The subject did not appear again on the agenda of the annual conference for department chairs until 1996. APSA department chair sessions devoted to program assessment continued for the next two years. The 1998 and 1999 sessions also focused on the role of assessment in evaluating faculty performance. Evidence of the lack of attention to assessment from political science faculty came in a 1994 survey of how teaching was evaluated in political science departments. Most respondents used student evaluations, peer classroom visits, and faculty self-assessments for evidence of successful teaching. Less than 10%, however, used outcomes data, in terms of measurement of how many students achieve a specified level of competency or skill (Fox and Keeter 1996).

Increased attention to program assessment at APSA annual meetings was no doubt related to outcomes assessment mandates from the states or regional accreditation associations. By 2000, over one-half of undergraduate-only political science departments and 45% of departments offering graduate programs were involved at some stage of developing learning assessment programs (Kelly and Klunk 2003). Kelly and Klunk observed that some programs appeared to be developing and using assessment instruments, such as capstone courses and surveys, before adopting learning objectives for students, perhaps indicating that many departments were “muddling through” the assessment process.

Regardless of the route taken, assessment had some impact on political science programs. Around one-fifth of programs responding to the Kelly and Klunk survey reported making major changes to the curriculum as a result of assessment, one-third added courses to the major, and one-sixth revised their capstone course to address deficiencies in analytical techniques or research methods. Conversely, 37% of departments reported making no changes to their program, either because it was too early in the assessment process, the process confirmed no need to make changes, or no assessment was taking place.

**Catching a Wave: Promoting Classroom Assessment in the 1990s**

While work on assessment of political science programs proceeded gradually in the 1990s, scholarship in classroom assessment—embedded in discussion of the scholarship of teaching and learning (SoTL)—increased dramatically. Whereas the 1991 APSA annual meeting featured no panels on teaching political science or assessment, the 1994 program
included five panels in a new division on teaching and learning in political science. Joining the dialogue in 1997 was a new organized section within APSA on undergraduate education. The two divisions combined for 10 panels at the 1997 annual meeting, then averaged 17 panels between 1998 and 2001.

This surge of interest in teaching and learning at APSA annual meetings was confirmed by a survey of articles, papers, and short courses by political scientists in a sample of conferences and publications from 1990 to 2001. Kehl (2002) calculated a six-fold annual increase in SoTL in the 1998–2001 period over that recorded in 1990–97. The greatest increases were in the areas of civic education, use of technology, and—most connected to classroom assessment—curriculum development and innovative teaching practices.

**The Movement Fully Joined: Political Science and Assessment in the 21st Century**

In recent years, assessment activities in political science at both the classroom and program levels have expanded. The annual APSA Teaching and Learning Conference (TLC), inaugurated in 2004, has become the major venue for discussion of assessment at the classroom and program levels. A search of Political Research Online for papers on teaching and learning from 2004 to June 2008 that include variations on the word “assessment” revealed that 45 of 83 presentations were delivered at the APSA TLC among the international, national, and regional political science conferences covered by the service. The 2006 TLC alone included three tracks on assessment involving 75 participants from a diverse array of institutions, the largest area of interest by far. Focusing not just on how-to issues but also research in assessment, TLC assessment papers are now available to members of the profession online and each year’s track summaries are published in *PS: Political Science & Politics* (Axel et al. 2006).

What explains the rapid growth of assessment interest and scholarship in political science? One reason is that more departments are undergoing institutional requirements to conduct program assessment and, as a result, are looking for suitable models and resources. In addition to attending assessment meetings organized by APSA, regional accrediting associations and national organizations, such as the American Associa-
Assessment in Political Science

Assessment of Colleges and Universities, departments and faculty can consult a broad literature in the general field of student learning and assessment. Some of the more influential works advocate teaching scholarship and its assessment (Wingspread Group 1993; Glassick, Huber, and Maeroff 1997) and provide greater evidence on what college students learn and how (Pascarella and Terenzini 1991; 2005). Those interested principally in assessment have a wider array of conceptual papers (Astin 1991; Anderson et al. 1997) and practical manuals for conducting classroom and program assessment (Angelo and Cross 1993; Banta et al. 1996; Walvoord and Anderson 1998; Palomba and Banta 2002) with which to work.

Second, foundations and government agencies, including Carnegie, Lilly, Pew, Mellon, and the Fund for the Improvement of Post-Secondary Education, have increased support for SoTL proposals from institutions and individuals (Hutchings and Shulman 1999). Teaching and learning centers were established at educational institutions large and small, and the number of outlets for SoTL publication multiplied.

Third and most importantly to members of the political science profession, APSA and interested groups of political scientists are providing greater opportunities for members to engage in the scholarship of teaching and learning. The APSA Conference on Teaching and Learning is the most significant initiative, but it is not the only one.

Within APSA, the Political Science Education (PSE) section has provided leadership to assessment efforts. Together with the division on Teaching and Learning in Political Science, PSE offered an average of 14 panels on issues in teaching scholarship at annual meetings between 2002 and 2007. At these meetings, the section sponsored short courses and panels on program and classroom assessment. In 2005, PSE launched the Journal of Political Science Education, thus providing a new outlet for assessment scholarship (Deardorff and Folger 2005).

Of course, APSA continued to sponsor programs for department chairs (Campbell et al. 2007) and the general membership. One symposium worthy of note was a roundtable on SoTL at the 2001 annual meeting, featuring Pat Hutchings from the Carnegie Foundation for the Advancement of Teaching (Clarke et al. 2002). PS: Political Science & Politics still published articles on program assessment (Deardorff and Posler 2005) and classroom learning. The APSA website provided departments with links to resources on learning outcomes and a sample of assessment models from a variety of institutions.
Not to be ignored, the International Studies Association (ISA) and regional and state political science associations have promoted discussions of assessment at their annual meetings. The review of assessment presentations from Political Research Online since 2004 showed that papers on classroom or program assessment were delivered at ISA, the Midwest Political Science Association, and the Western Political Science Association in most years.

It should be noted that the accelerated assessment activity in political science is part of a larger trend nationally to ground assessment in disciplinary communities. As Ewell (2006) explained, the increased focus on disciplines made greater sense to assessment advocates, since assessment approaches, such as definitions of critical thinking and how to assess it, differ from field to field. Furthermore, faculty members tend to listen more carefully to disciplinary colleagues than they might to administrators charged with implementing assessment programs.

While the discipline of political science has intensified its efforts to promote assessment, there is still a long way to go. Compared to other disciplines, particularly the natural sciences, mathematics, and the professions, political science was slow to embrace SoTL (Witman and Richlin 2007), in which discussion of assessment issues is usually located. Some of the reasons, such as the lack of incentives for conducting teaching scholarship in the profession and the long-time domination of large research universities in the APSA leadership, are not unlike conditions in other social sciences and the arts and humanities. Other explanations are more unique to political science, including a disciplinary culture that is ambivalent at best about efforts at civic education and the absence of an organizational framework for political scientists interested in teaching and learning to share concerns (Ishiyama, Breuning, and Lopez 2006).

Though some obstacles to promoting assessment have been removed, important issues remain. One is the ongoing concern within the profession about assessment as an accountability mechanism. At the very least, assessment could limit the autonomy of political scientists to determine what students should learn and how to promote desired learning, a development familiar to observers of standards-based assessment in history (Weiner and Benzinger 2005). An overarching concern of assessment track participants at successive APSA TLC meetings was that “if political science does not govern its own discipline with respect to assessment, someone else would” (Axel et al. 2006).1
In addition to anxiety about external actors using assessment in ways unfavorable to the discipline, many in political science are concerned about the profession’s commitment to assessment as a tool for improvement. Assessment track participants at the 2006 TLC stated that despite the APSA’s recent efforts to promote assessment, it was not doing enough. APSA should “become more engaged in the national discussion on assessment, help develop testing instruments that are germane to the discipline [a recommendation reminiscent of the Wahlke Report]..., and take a leadership role in coordinating resources and training for assessment in the profession” (Axel et al. 2006).

A major challenge that political science faces in future assessment efforts is for the profession to come to agreement on what the goals of political science education should be. Forty years before the Wahlke Report, the last major APSA study on the political science curriculum recommended that the goal of political science education should be producing a “good democratic citizen” (Dimock et al. 1951; Fesler et al. 1951). Wahlke did not endorse civic education as an aim for political study, but instead argued that the goal of a political science major should be to turn “politically interested and concerned students, whatever their career plans or their other interests, into politically literate college graduates.” That is, the major should “maximize students’ capacity to analyze and interpret the significance and dynamics of political events and governmental processes” (Wahlke 1991, 49–50).

Given the limited impact of the Wahlke Report, however, some members of the political science profession have argued for a reexamination of the report and a new debate on the goals of political science education (Ishiyama 2005). If the assessment movement can promote that kind of discussion on individual campuses and at a meaningful cross-institutional level, the opportunity exists for political scientists to make a unique contribution to the scholarship and practice of assessment specifically and to the undergraduate curriculum in general.
An Overview of the Assessment Movement

NOTE

1. Reinforcing this fear were the 2006 recommendations of the commission appointed by U.S. secretary of education Margaret Spellings, which called upon colleges to measure student achievement on a value-added basis, taking into account students’ academic baseline, and report the results “publicly in aggregate form to provide consumers and policy makers an accessible, understandable way to measure the relative effectiveness of different colleges and universities” (The Secretary of Education’s Commission 2006, 4). In early 2007, Secretary Spellings attempted through the federal rulemaking process to require the regional accrediting associations to set minimum levels of acceptable performance by institutions on measures of how much their students learn. Higher education organizations opposed the effort, saying that using federal regulation to implement the Spelling recommendations bypasses Congress and could politicize the accreditation process.
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II

DEPARTMENTAL AND PROGRAM ASSESSMENT
The issue of student learning assessment is extremely important for our discipline. Not only is it important to address because of external pressures colleges and universities are facing from accrediting agencies and state legislatures, but also because of the growing interest in assessment in political science itself (exemplified in part by the presence of three “tracks” with nearly 50 participants in the 2007 APSA Teaching and Learning Conference). Nonetheless, there are very few resources and models available for political scientists interested in developing a departmental assessment program. Further, most existing studies of assessment in political science tend to be single case studies, reflecting individual departmental experiences.

Unlike individual case studies, this study conducts a broadly comparative analysis of assessment programs. Although this chapter does not claim to be a complete survey of the existing programs, it seeks to partially fill the gap in the literature by providing information on assessment plans across the nation. It should also be emphasized that there is no single “cookie-cutter approach” to developing an assessment program and that the various departments should use a variety of techniques that fit their needs. However, this chapter surveys some of the more commonly used techniques in political science, and notes commonly used techniques that are often found in various political science programs.

To begin, it is necessary to provide some general sense of what is meant by “assessment.” Basically, assessment is “an ongoing process of understanding and improving student learning” (Angelo 1995). This involves, among other things, making expectations explicit and public;
setting appropriate criteria and high standards for learning; systematically gathering and interpreting evidence; measuring outcomes by expectation; and using results to explain and improve performance. Further assessment works best when the programs it seeks to improve have clear, explicitly stated purposes (AAHE 1991).

Although there are a number of different assessment techniques, generally, as Wright (2005) suggests, one can distinguish between assessment techniques that require considerable additional effort to implement and those that require fewer institutional or departmental resources. For example, techniques such as review of existing coursework for signs of student learning, examination of student grades/performance, examination of existing course syllabi, or student course evaluation require relatively little additional changes to existing departmental offerings and little in the way of adopting techniques beyond what faculty do as part of their day-to-day activities. However, although easy to use, several of these techniques assess what is taught rather than what students are learning (such as syllabi analyses or evaluations of transcripts for courses taken). On the other hand, other techniques, outside of the normal classroom operations, such as comprehensive examinations, exit interviews, alumni surveys, portfolio analyses, capstone experiences, or graduating-student surveys/questionnaires, go well beyond the regular operations of faculty members.

Recently, there have been a number of articles that have described assessment efforts in a number of individual political science programs (see Hill 2005; Deardorff 2005; Deardorff and Folger 2005). In addition, the American Political Science Association (APSA) has developed a website that focuses on sharing examples of several individual assessment programs in political science (see www.apsanet.org/section_562.cfm). However, despite the recent attention in the APSA to assessment, with few exceptions, little has been done that has surveyed the kinds of assessment techniques being used by political departments, nor have any studies examined the institutional/departmental variables that are associated with variations in assessment plans.

There have been two recent exceptions, both of which sought to comparatively investigate political science assessment plans. The first, by Kelly and Klunk (2003), examined 213 responses to a questionnaire they distributed that asked department chairs to self-report learning objectives and assessment techniques employed by their respective programs. The study also asked questions about resources available, and whether
departments believed that assessment had helped to change the political science curriculum. This study was the first real comparative study of assessment plans in political science and it has contributed greatly to our general understanding of trends in departments across the country. However, Kelly and Klunk did not systematically examine differences across different types of institutions and departments (such as differences between private and public institutions, large and small departments in terms of number of faculty, etc.), particularly in terms of whether such differences correlated with the assessment techniques employed. Second, as is the problem with all self-reported survey studies, what department chairs may say they do in response to an anonymous survey may be very different from what is actually officially reported or actually practiced.

A second study, by Ishiyama and Breuning (2008), content analyzed the assessment plans for 50 political science programs across the country. The data was updated for this chapter (to include 70 data points). The data was compiled via an Internet search of various assessment plans posted publicly by political science departments. Since many students narrow down their choice of colleges by examining their websites as a prelude (or sometimes alternative) to a campus visit, websites are becoming an important tool for universities to advertise and explain their majors. It is also an important way to make public to students, parents, administrators at other institutions, and others the way in which political science programs measure the impact they have on students. Although it is certainly true that many departments may not post their assessment plans online, there are enough that do to illustrate the wide variety of techniques that are employed (which, as mentioned above, is likely to be useful for departments considering developing their own assessment plans). Further, while deriving data from university websites may have its limitations, it also provides important insights into each university’s offerings as well as an efficient way to gather comparative data.

This study expands upon the earlier Ishiyama and Breuning (2008) study and examined the explicit assessment plans at seventy political science programs that appeared on university and college web pages and, unlike Kelly and Klunk (2003), examined whether different assessment plans were related to such institutional/departmental characteristics such as the extent to which the institution is selective in admissions, the student/faculty ratio, and the highest degree offered in political science by the department. Table 4-1 reports the schools included in this study.
<table>
<thead>
<tr>
<th>School</th>
<th>State</th>
<th>School</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama A&amp;M University</td>
<td>Alabama</td>
<td>Southeastern Louisiana State University</td>
<td>Louisiana</td>
</tr>
<tr>
<td>Arizona State University</td>
<td>Arizona</td>
<td>Southern Utah University</td>
<td>Utah</td>
</tr>
<tr>
<td>Arkansas Technical University</td>
<td>Arkansas</td>
<td>Southwest Baptist University</td>
<td>Missouri</td>
</tr>
<tr>
<td>Baylor University</td>
<td>Texas</td>
<td>St. Ambrose University</td>
<td>Iowa</td>
</tr>
<tr>
<td>Bowling Green State University</td>
<td>Ohio</td>
<td>SUNY – Fredonia</td>
<td>New York</td>
</tr>
<tr>
<td>Cal State – Sacramento</td>
<td>California</td>
<td>Tennessee Technical University</td>
<td>Tennessee</td>
</tr>
<tr>
<td>Cal State – San Bernardino</td>
<td>California</td>
<td>Truman State University</td>
<td>Missouri</td>
</tr>
<tr>
<td>Caldwell College</td>
<td>New Jersey</td>
<td>University of Alaska – Anchorage</td>
<td>Alaska</td>
</tr>
<tr>
<td>Calvin College</td>
<td>Michigan</td>
<td>University of Arkansas – Little Rock</td>
<td>Arkansas</td>
</tr>
<tr>
<td>Carthage College</td>
<td>Wisconsin</td>
<td>University of Michigan – Flint</td>
<td>Michigan</td>
</tr>
<tr>
<td>College of New Jersey</td>
<td>New Jersey</td>
<td>Union College</td>
<td>Kentucky</td>
</tr>
<tr>
<td>College of St. Benedict/St. Johns University</td>
<td>Minnesota</td>
<td>University of Maine – Farmington</td>
<td>Maine</td>
</tr>
<tr>
<td>Eastern Illinois University</td>
<td>Illinois</td>
<td>University of Alaska – Fairbanks</td>
<td>Alaska</td>
</tr>
<tr>
<td>Fort Lewis College</td>
<td>Colorado</td>
<td>University of Central Arkansas</td>
<td>Arkansas</td>
</tr>
<tr>
<td>Georgia Southwestern University</td>
<td>Georgia</td>
<td>University of Central Florida</td>
<td>Florida</td>
</tr>
<tr>
<td>Georgia State University</td>
<td>Georgia</td>
<td>University of Colorado</td>
<td>Colorado</td>
</tr>
<tr>
<td>Indiana University South Bend</td>
<td>Indiana</td>
<td>University of Georgia</td>
<td>Georgia</td>
</tr>
<tr>
<td>Indiana University East</td>
<td>Indiana</td>
<td>University of Illinois</td>
<td>Illinois</td>
</tr>
<tr>
<td>Indiana University / Purdue University – Indianapolis</td>
<td>Indiana</td>
<td>University of Montana</td>
<td>Montana</td>
</tr>
<tr>
<td>Kansas State University</td>
<td>Kansas</td>
<td>University of Nebraska – Kearney</td>
<td>Nebraska</td>
</tr>
<tr>
<td>Kent State University</td>
<td>Ohio</td>
<td>University of Nebraska</td>
<td>Nebraska</td>
</tr>
<tr>
<td>Longwood University</td>
<td>Virginia</td>
<td>University of South Florida</td>
<td>Florida</td>
</tr>
<tr>
<td>Louisiana Technical University</td>
<td>Louisiana</td>
<td>University of Southern Mississippi</td>
<td>Mississippi</td>
</tr>
<tr>
<td>Minnesota State University – Mankato</td>
<td>Minnesota</td>
<td>University of Wisconsin – Madison</td>
<td>Wisconsin</td>
</tr>
<tr>
<td>Montana State University</td>
<td>Montana</td>
<td>University of Wisconsin – River Falls</td>
<td>Wisconsin</td>
</tr>
<tr>
<td>North Carolina State University</td>
<td>North Carolina</td>
<td>University of Wisconsin – Whitewater</td>
<td>Wisconsin</td>
</tr>
<tr>
<td>Northern Illinois University</td>
<td>Illinois</td>
<td>University of Nevada – Las Vegas</td>
<td>Nevada</td>
</tr>
<tr>
<td>Northern Arizona University</td>
<td>Arizona</td>
<td>University of South Florida – St. Petersburg</td>
<td>Florida</td>
</tr>
<tr>
<td>Oakland University</td>
<td>Michigan</td>
<td>Utah State University</td>
<td>Utah</td>
</tr>
<tr>
<td>Ohio University</td>
<td>Ohio</td>
<td>Virginia Technical University</td>
<td>Virginia</td>
</tr>
<tr>
<td>Oklahoma State University</td>
<td>Oklahoma</td>
<td>Weber State University</td>
<td>Utah</td>
</tr>
<tr>
<td>Old Dominion University</td>
<td>Virginia</td>
<td>Western Carolina University</td>
<td>North Carolina</td>
</tr>
<tr>
<td>Providence College</td>
<td>Rhode Island</td>
<td>Western Michigan University</td>
<td>Michigan</td>
</tr>
<tr>
<td>Southeast Missouri State University</td>
<td>Missouri</td>
<td>Westmont College</td>
<td>California</td>
</tr>
<tr>
<td>Seton Hall University</td>
<td>New Jersey</td>
<td>Wright State University</td>
<td>Ohio</td>
</tr>
</tbody>
</table>
Seventy political science departmental assessment plans were identified from an Internet search (we used every program that appeared using the keyword searches for “assessment program,” “assessment plan,” and “political science”). The programs were coded not only for the assessment techniques but also for institutional characteristics. These characteristics included: the extent to which schools were selective (based upon data from U.S. News & World Report, 2006), the student/faculty ratio, and the highest degree offered by the program. Of the 70 schools, 1 was least selective, 9 were less selective, 42 were selective, and 18 were more selective. Thirty-four schools had a student/faculty ratio at 17 and below (with a low of 12), and 37 had a student/faculty ratio above 17 (with a high of 28). Fifty-nine of the schools were public institutions and eleven were private colleges or universities. Twelve political science departments offered a Ph.D., 24 offered a master’s level degree (including MA and MPA degrees), and 34 offered only bachelor’s degrees.

**Some Comparative Data on Learning Outcomes and Assessment Techniques**

In the following section, I provide the results of both the Kelly and Klunk (2003) study and the updated data set from Ishiyama and Breuning (2008). Table 4-2 reports the learning outcomes that were most frequently mentioned by political science departments in both studies. As indicated in both studies, the top four most commonly mentioned learning outcomes were: critical thinking, knowledge of the subfields in political science, written communication, and knowledge of theories (all theories, not just political thought) in political science. In the Ishiyama and Breuning study (but not in the Kelly and Klunk study, which did not ask these questions), knowledge of political institutions and processes in the United States (63.8%) and methodology/research skills (62.3%) were also frequently mentioned as goals. On the other hand, citizenship skills (24.6%), career (23.2%), and ethics/values (11.6%) were far less frequently mentioned as goals. Interestingly, there was some disparity in the responses regarding oral communication skills and cultural diversity as goals when comparing the results from the Kelly and Klunk study and the Ishiyama and Breuning study. In the Ishiyama and Breuning study, oral communication and presentation skills were mentioned far more
frequently as goals (53.6%) than reported in the Kelly and Klunk study (which reported only 30% of programs mentioning this goal). Further cultivating a sense of cultural diversity was mentioned as an important goal in the written plans of only 17.4% of political science programs—yet, in the Kelly and Klunk study, 26.5% of survey respondents mentioned this as an important goal. Perhaps the disparities are due to what departments officially report that they do (in their written plans) and what they actually practice, or perhaps what they want others to believe they do in response to a survey question. Whatever the case, the differences in these two areas are rather intriguing.

Table 4-2. Learning Outcomes

<table>
<thead>
<tr>
<th>Learning Outcome</th>
<th>% reported in this study*</th>
<th>% reported in Kelly and Klunk (2003)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge of Theories</td>
<td>65.2</td>
<td>54.0</td>
</tr>
<tr>
<td>Knowledge of Political Institutions and Processes</td>
<td>63.8</td>
<td>Not asked in study</td>
</tr>
<tr>
<td>Knowledge of Fields in Political Science</td>
<td>66.7</td>
<td>46.0</td>
</tr>
<tr>
<td>Critical Thinking</td>
<td>68.1</td>
<td>55.7</td>
</tr>
<tr>
<td>Methods/Research Skills</td>
<td>62.3</td>
<td>Not asked in study</td>
</tr>
<tr>
<td>Written Communication Skills</td>
<td>66.7</td>
<td>57.1</td>
</tr>
<tr>
<td>Oral Communication/Presentation Skills</td>
<td>53.6</td>
<td>30.7</td>
</tr>
<tr>
<td>Citizenship</td>
<td>24.6</td>
<td>Not asked in Study</td>
</tr>
<tr>
<td>Career Goals</td>
<td>23.2</td>
<td>Not Asked in Study</td>
</tr>
<tr>
<td>Cultural Diversity</td>
<td>17.4</td>
<td>26.5</td>
</tr>
<tr>
<td>Ethics/Values</td>
<td>11.6</td>
<td>Not Asked in Study</td>
</tr>
</tbody>
</table>

Table 4-3 reports the most frequently mentioned assessment techniques employed using data from both the Ishiyama and Breuning (2008) study and the Kelly and Klunk (2003) study. As indicated in the table, there were a wide variety of different techniques employed. In both the Kelly and Klunk study and the Ishiyama and Breuning study, senior seminar/capstone courses, senior theses, senior exit interviews, and student portfolio analyses were mentioned in both studies at comparable rates. The Ishiyama and Breuning study included several other assessment techniques not included in the Kelly and Klunk piece. These included the use of a comprehensive exam (either standardized or department designed), analysis of student grades or performance as assessment, random reading of student papers, student course evaluations, alumni
surveys/interviews, and syllabi analyses as assessment techniques. Three techniques appeared in the Kelly and Klunk study that did not appear in the Ishiyama and Breuning study: a pre-test/post-test technique, post-test only, and “faculty observations.”

<table>
<thead>
<tr>
<th>Assessment Technique</th>
<th>% reported in this study</th>
<th>% reported in Kelly and Klunk (2003)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graduating Student Survey/Questionnaire</td>
<td>50.0</td>
<td>22.2</td>
</tr>
<tr>
<td>Analysis of Student Grades/Performance</td>
<td>45.7</td>
<td>Not asked in study</td>
</tr>
<tr>
<td>Senior Seminar/Capstone</td>
<td>35.7</td>
<td>39.6</td>
</tr>
<tr>
<td>Comprehensive Exam</td>
<td>34.3</td>
<td>Not asked in study</td>
</tr>
<tr>
<td>Senior Thesis</td>
<td>32.9</td>
<td>20.3</td>
</tr>
<tr>
<td>Senior Exit Interview</td>
<td>24.3</td>
<td>24.1</td>
</tr>
<tr>
<td>Portfolio</td>
<td>22.9</td>
<td>17.9</td>
</tr>
<tr>
<td>Random Reading of Student Papers</td>
<td>17.1</td>
<td>Not asked in Study</td>
</tr>
<tr>
<td>Student Course Evaluations</td>
<td>17.1</td>
<td>Not asked in study</td>
</tr>
<tr>
<td>Alumni Survey/Interviews</td>
<td>21.4</td>
<td>Not asked in study</td>
</tr>
<tr>
<td>Syllabi Analysis</td>
<td>7.1</td>
<td>Not asked in study</td>
</tr>
<tr>
<td>Pre-test/Post-test</td>
<td>Not in study</td>
<td>9.9</td>
</tr>
<tr>
<td>Post-test only</td>
<td>Not in study</td>
<td>14.2</td>
</tr>
<tr>
<td>Faculty Observations</td>
<td>Not in study</td>
<td>25.0</td>
</tr>
</tbody>
</table>

There appear to be some disparities when comparing the results from the two studies. In the Ishiyama and Breuning (2008) study, the most frequently employed technique was some form of graduating student questionnaire (50.0% of programs used this), whereas only 22.2% of the sample in the Kelly and Klunk study reported using this technique. This disparity may be due to the way in which the two samples were constructed and the fact that the data were collected at different times and in different ways. The Kelly and Klunk study included respondents who reported using no assessment techniques at all (but who had developed learning outcomes and were planning on instituting some form of assessment plan), whereas the Ishiyama and Breuning study included only programs that had already developed an assessment program. Thus, one should not make too much of the disparities across columns in Table 4-3. Nonetheless, the most frequently mentioned assessment techniques in both studies are the use of the capstone course, a senior thesis, a senior exit interview, a graduating
student survey, and analysis of the student portfolio. Thus, it appears that these are commonly used assessment techniques that have been employed by political science programs across the country.

**Comparing Assessment Techniques across Different Types of Departments/Institutions**

In the literature on assessment (see Wright 2005), there is a distinction made between assessment based on activities that faculty already engage in or that are “internal” to the classroom (such as analysis of grades, reviewing existing coursework for signs of student learning, examinations of existing course syllabi, or student course evaluations) and assessment activities that are “external” to normal classroom operations, such as comprehensive examinations, exit interviews, alumni surveys, portfolio analyses, capstone experiences, or graduating-student surveys/questions. The distinction between internal and external forms is that internal approaches can be accomplished without any additional work by faculty members beyond the day-to-day operation of a class, whereas external approaches require effort (often collaborative between faculty members in a department) outside of classroom activities. Generally, the former can be accomplished without much in the way of additional resources or faculty effort, whereas the latter techniques represent, to some degree, a commitment to assessment that goes well beyond the regular operations of faculty members. Thus, by implication, the use of external techniques represents a more rigorous indicator of the level of commitment to assessment by a political science program.

In this section, I use an updated data set from Ishiyama and Breuninger (2008) to investigate differences in assessment techniques employed across 70 undergraduate political science programs to see if the techniques used varied according to departmental and institutional characteristics (since the Kelly and Klunk study did not analyze differences across varied departments and institutions). Figure 4-1 illustrates the distribution of external assessment techniques used, by frequency of schools. As indicated, 9 programs employed none of the external assessment techniques (i.e., they only employed internal techniques), 16 employed at least one, 22 at least two, and 8 at least 3. Only fifteen programs used 4 or more of the external techniques (with 3 political science programs using all 6).
Figure 4-1. Number of External Assessment Techniques

Figure 4-2 compares schools that were more selective to all other schools to examine whether the level of selectivity is related to whether the political science program used external assessment techniques. To ascertain this, we compiled a simple additive index combining the number of external assessment techniques used. The resulting score created values ranging from 0–6.
As indicated in Figure 4-2, above, more selective institutions tend to use fewer external assessment techniques on average than less selective institutions. However, a difference of means test indicated that this difference was not statistically significant (t = .26; p = .80). Thus, nothing definitive can be claimed as to whether less selective schools are more likely to employ external assessment techniques than are more selective schools.

Further, Figure 4-3 reports the results for private and public institutions. As indicated, there appears to be no statistically significant difference between public and private institutions (t = .04; p = .97).
Figure 4 compares schools in terms of the reported student/faculty ratio at the institution. Although an imperfect measure of the size of the political science undergraduate program (a more direct measure would be the political science student/political science faculty ratio, which was largely unavailable), the measure nonetheless represents an adequate surrogate—it is reasonable to assume that the general student/faculty ratio reflects the student/faculty ratio in political science.

This measure is bifurcated into two categories—schools with student/faculty ratios of more than 17 and student/faculty ratios less than or equal to 17. As mentioned above, this bifurcated the sample into two equal parts (of 25 schools for each category). As indicated, schools with smaller student/faculty ratios were more likely to use external assessment techniques than schools that had a larger student/faculty ratio. However, this difference was not statistically significant ($t = -0.77; p = 0.44$)—therefore, nothing conclusive can be said about the relationship between the institutional student/faculty ratio and the propensity of a political science department to employ external assessment techniques.

Finally, Figures 4-5 and 4-6 compare the average External Assessment Techniques Scores for political science programs that offer a graduate-level degree with programs that only offer a bachelor’s-level degree in political science, and includes consideration of the size of the institution in terms of student population. One might expect that since pressure to adopt assessment programs by state legislatures and accrediting agencies
has been directed primarily at undergraduate programs, political science departments that offer only undergraduate degrees would be more likely to adopt external assessment techniques. Further, since bachelor’s-only departments are likely to be located at smaller schools, and since external assessment techniques would require less effort with smaller numbers of students, it is more likely that such techniques would be adopted at bachelor’s-only departments. Indeed, as Figure 4-5 indicates, bachelor’s-degree-only political science departments are, on average, significantly more likely to employ techniques such as exit interviews, comprehensive examinations, and alumni surveys than departments offering graduate degrees (t = -2.39; p = .02). Figure 4-6 further reinforces the observation that smaller institutions are more likely to adopt external assessment techniques than are larger institutions (t = -2.98; p = .004).

<table>
<thead>
<tr>
<th>Student Population</th>
<th>Student Population Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>9000 and Over</td>
<td>1.74</td>
</tr>
<tr>
<td>Less than 9000</td>
<td>2.85</td>
</tr>
</tbody>
</table>

**Conclusion**

The above chapter provided a brief overview of the existing data on assessment practices of political science departments across the country. As indicated above, there are a wide variety of learning outcomes expressed and assessment techniques employed. Clearly, there is not a single model to conduct student learning assessment. However, there are some discernable patterns that can be identified, which is all the more remarkable given that there has been little discipline-wide guidance as
to how to construct an assessment program. It is very interesting that, independently, so many political science departments have hit upon similar learning outcomes and similar kinds of assessment techniques.

Most of the learning outcomes expressed deal directly with the content of the political science discipline and the promotion of critical thinking, writing, and oral communication skills as opposed to the promotion of citizenship and ethics/values. Although many assessment techniques are employed, internal techniques (such as analysis of grades, reviewing existing coursework for signs of student learning, examinations of existing course syllabi, or student course evaluations) are more likely to be used than are external assessment activities (such as comprehensive examinations, exit interviews, alumni surveys, portfolio analyses, capstone experiences, or graduating-student surveys/questionnaires). This may be largely due to the relative ease with which these internal techniques can be implemented when compared to external techniques. However, several of these techniques assess what is taught (such as syllabi analyses or evaluations of transcripts for courses taken) but not what students learn—and this does not necessarily comport with the intent of learning assessment.

In terms of the relationship between institutional and departmental characteristics and assessment techniques, although the use of external assessment activities does not vary by the level of institutional selectivity (considering whether they were public or private institutions, or considering the institution’s student/faculty ratio), it does appear to vary according to whether a department offers a graduate degree, and the size of the institution. Primarily undergraduate departments and smaller institutions are more likely to employ external assessment techniques than larger graduate-degree granting departments. This might indicate that the external techniques are more easily implemented at smaller institutions that have smaller class sizes and fewer majors than the larger state institutions. Nonetheless, it is ironic that these institutions are more likely to embrace more expensive assessment techniques, even though they have far fewer resources than do larger institutions. Thus, it is more likely that smaller institutions will engage in the use of external techniques because this reflects the greater emphasis that smaller, primarily undergraduate institutions place on teaching and learning, and these departments seek to go beyond merely employing the easiest assessment techniques to meet the “letter of the law.”
As a greater number of political science departments adopt assessment plans, there will be more data available from a variety of different institutions. Perhaps, by documenting the kinds of assessment models that are currently available, this might facilitate greater discussion and more careful consideration of assessment as a useful tool in promoting student learning.

NOTES

1. This chapter is based on a version of the article by the author, “Assessing Assessment: Examining the Assessment Plans at 50 Political Science Departments” (PS: Political Science & Politics 41 (January): 167-170).

2. It is important to note that the Kelly and Klunk survey did ask whether departments had adopted the following two learning objectives: (1) “Students should be able to design and conduct political science research projects” and (2) “Students should be able to use quantitative and statistical approaches to political science.” Although not entirely the same as the single-indicator methodology research skills (since they were separated into two indicators), their results are informative. They indicate that fewer political science programs emphasize designing research skills (40.2%) than in this study, and fewer still emphasize quantitative approaches (35.5%). The differences are likely due to the more general coding of political science methods I adopted—many departments include in their goal statements “training students in methodology,” but do not interpret this to necessarily mean quantitative and statistical methods, nor specifically designing research projects (as in a senior thesis).

3. The Kelly and Klunk (2003) study did mention the use of “pre- and post-tests.” In my view, these are not the same as the commonly used comprehensive senior tests that are often employed and produced by ETS (such as the Major Field Test) and hence I did not include their results in the table. Nonetheless, their findings are informative. In their study, they indicated that 24.1% of the study used post-tests of any kind (as compared to 34.7% reported in this study). This difference may be due to the more narrow definition of pre- and post-test as perceived by the survey respondents in the Kelly and Klunk study.
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Clear expectations from accrediting and legislative bodies, the development of a growing scholarly literature, and threatening conversations from within the Department of Education have forced most disciplines and institutions to recognize the permanence of assessment in higher education. Despite its ubiquitousness, denial of the need for assessing is commonplace. It is axiomatic in many circles that one of the primary barriers to effective disciplinary and departmental assessment has been the resistance of the professoriate. Chairs and assessment coordinators frequently note the resistance of their tenured faculty to any form of summative or formative evaluation as a primary concern. For many professors, the idea of assessment generates a pantheon of concerns: loss of professorial autonomy, distraction from primary departmental goals of teaching and research, and the creation of alien and artificial standards by administrators (Julian et al. 1991). For those of us who have lived through four or five different versions of a university’s strategic plan, it is too easy to believe that the emphasis on assessment is simply the latest version of academia’s fascination with intellectual fads.

While many chairs recognize the need for program assessment, to be truly effective they must emphasize how to integrate such assessment into the regular work of the faculty. Professors are most cooperative when we believe that assessment can provide tools that enable us better to practice our profession. A recent thread in political science research has been the recognition of the manner by which assessment can positively change an academic department and the educational environment that a department provides its students (Deardorff and Folger...
Political scientists have become more accepting of assessment and have been willing to explore the ways in which it may enhance current departmental objectives and programmatic goals (Lasher and Kitts 1998). Some of the research has examined how to clearly and carefully take an articulated departmental goal, such as “excellent teaching,” and evaluate that specific expectation (Fox and Keeter 1996). Other articles focus on specific assessment tools, like portfolios and standardized testing, and how best to integrate these elements into departmental norms and culture (Thompson 1991).

The literature demonstrates that faculty engagement in assessment is necessary for its success. We know that “[a]ssessment is most effective when undertaken in an environment that is receptive, supportive, and enabling” (Banta et al. 1996, 62). This requires both university administrative support and faculty engagement. The American Association for Higher Education in its Principles of Good Practice for Assessing Student Learning (1992) clearly indicates that assessment works best when the entire institution is committed and involved. They argue that assessment cannot be simply forced from a department chair onto his colleagues or from a higher administrator onto a department and be successful. Unfortunately, the assessment literature in its discussion of departmental assessment frequently ignores the quandary of the department resistant to assessment and instead focuses on idealized implementation processes. This more ideal model, referred to in this chapter as “Structural Implementation” or “Mission-Based” assessment, requires the department to identify key learning objectives that are reinforced through the curriculum and systematically evaluated. This approach is predicated upon departmental and university support (American Association for Higher Education 1992; Astin 1993; Banta et al. 1996; Palomba and Banta 1999).

A recent survey of political science departmental chairs found that over 50% of the responding undergraduate departments and 45% of responding departments with graduate offerings engage in some form of assessment (Kelly and Klunk 2003). However, it was also clear from this study that “the development of learning assessment strategies by departments does not seem to follow the ‘ideal type’ learning assessment models” (455). In fact, many of the respondents to the survey indicated that they implemented assessment instruments without adopting specific measurable learning objectives.
As anyone who has ever witnessed formal or informal faculty discussions of assessment plans realizes, one of the dominant critiques of assessment is that ideal circumstances frequently do not exist. Department chairs are often charged to produce assessment plans and measurable outcomes without collegial support or the resources necessary to garner such backing; little has been written on leveraging departmental energies for common assessment goals (Deardorff 2007). Regardless of the assessment environment in which a department operates, the only way in which a program will gain faculty cooperation for assessment is if it demonstrates how assessment can provide the tools to enable us to better practice our profession.

The assessment literature clearly demonstrates that there is no single way to create a compelling assessment plan. As Chapter 4 by John Ishiyama (in this volume) demonstrates, political science departments vary widely in the learning outcomes they identify and in the assessment techniques they use. Factors such as selectivity in admissions, existence of graduate programs, and the culture of the institution all impact the type of assessment engaged in or by the department.

Consequently, the process and structure of assessment must reflect the needs and idiosyncrasies of both institutional and departmental communities. Consideration of such characteristics as the percentage of tenured versus non-tenured faculty members in the department, the balance between recent hires accustomed to assessment and more cynical faculty members who have been through multiple university strategic planning cycles, and whether or not the university has a culture of assessment should inform the strategies developed by the chair in creating assessment plans. For example, if a university or college does not have a culture of assessment—forms are filled out, reports are filed, but decisions still appear to be arbitrary and not based on the assessment findings—a chair cannot pressure the department to comply with assessment on the grounds that they will receive external benefits. That approach, on the other hand, would be very effective in a university with a culture of assessment where well-implemented assessment plans result in additional faculty lines and departmental resources. The key to establishing buy-in is leadership from the departmental chair or another respected senior member of the department (see Chapter 6 by Hill and Pastors). The chair must see the potential of assessment in improving quality teaching, research outcomes, and student engagement, as well as
departmental quality—regardless of the administrative response. If the chair does not see the transformative potential of assessment, it will be very difficult to convince the faculty.

**IDENTIFYING THE APPROPRIATE ASSESSMENT MODEL**

As many departments have discovered, a careful assessment plan can generate significant benefits for a department. It can expand our understanding of student learning, connect our departmental objectives to the larger institutional goals, link our students’ co-curricular engagement to the major, improve departmental advising, enhance our appeal to external audiences through a more focused presentation, and allow ourselves to adapt rapidly to a changing environment (Smoller 2004). While the results of effective assessment may be universal, the paths departments walk in developing and implementing these plans vary dramatically. The key is to find an approach that best exploits a department’s unique situation and opportunities.

This chapter demonstrates two distinct strategies toward departmental assessment. We are sure these strategies are not the only ones available; however, these approaches do demonstrate the variance available in planning for assessment. The *Structural Implementation* or “Mission-Based” approach begins with the establishment of a mission, learning objectives, and the implementation of a subsequent curriculum. This approach will be most effective in newer programs, smaller departments, departments where the chair possesses more authority (e.g., younger faculty, a higher percentage of adjuncts), undergraduate and liberal arts institutions, and in programs where assessment is part of the larger institutional culture. Such a strategy works in these circumstances because, generally, there are fewer faculty vested in keeping things as they are currently structured and more faculty who are willing to rethink the work of the department. The second approach, *Grassroots Implementation* or “Question-Based” assessment, creates an assessment program from the “bottom-up,” focusing on concerns and questions emanating from the faculty and utilizes internal means of evaluation to begin building consensus for an assessment program. This approach demonstrates how simple course assessment techniques can easily become the core of a com-
prehensive departmental assessment plan. Building on successful classroom pedagogy, a department articulates a single shared objective and creates a simple, non-threatening assessment process that could pave the way for more integrated assessment approaches. Grassroots Implementation is most effective in departments where there is strong resistance from the faculty toward discussing issues of teaching and assessment, limited support or incentive provided by the larger institution for faculty engagement, and the chair has no resources to entice cooperation. This approach is less drastic and focuses on faculty buy-in to the assessment process through gradually integrating assessment techniques into the life of the department. If departments are able to identify which structure is most appropriate for their own cultures and circumstances, assessment may be more fruitful for the department. Clearly, there are times when techniques from either model may be valuable to the intrepid chair.

**Structural Implementation—“Mission-Based” Assessment**

Structural implementation requires a department to integrate assessment throughout its curricular and co-curricular offerings. For many departments, reaccreditation or required program reviews are the only times when this sort of reflection and programmatic change occurs. If faculty use assessment to make more frequent, subtle improvements in teaching and to more closely achieve their mission, then specific benefits accrue. This approach to assessment forces faculty to rethink the meaning of the department, the purpose of assessment, and the significance of political science education. It makes assessment a basic part of a deliberately constructed culture—an assessment of intentionality. Assessment becomes part of the scholars’ habit of reflection and refinement. We plan, we implement, we assess, and we plan again.

This form of “top-down” assessment requires a strong chair or assessment coordinator, who will be able to encourage or entice faculty engagement. Because this model requires faculty to be engaged or to accept the clear articulation of a mission that will be translated into learning objectives and tested through multiple assessment techniques, a strong institutional assessment environment is generally a prerequisite for this approach. This type of environment is more likely to be found in
community colleges, liberal arts schools, or other undergraduate institutions, but may increasingly be found in state schools focusing on assessment mandates from their legislatures. Because of changes in academic socialization, younger faculty are less resistant to issues of assessment and are more likely to cooperate with these departmental initiatives. While having a large number of adjunct faculty is often a disadvantage for a department, it may help make this model more feasible.

**Process of Implementation**

To demonstrate the implementation of this assessment strategy, we will consider the life of a political science department located at a small private university (see Deardorff and Folger 2005 for a full discussion of this department). The department begins the assessment process by identifying a mission that embodies both the university’s identity and the current strengths of the department. The creation of a clear mission ensures that teaching, scholarship, service, planning, and assessment are all evaluated and pursued in light of how each furthers the department’s defined purpose. The written mission becomes the center of the department—not just a cliché on paper. This deliberateness (creating a clear vision, providing a written mission, articulating related objectives, defining subsequent values) has many benefits. First, the faculty will focus only on activities that will further their mission. Second, the program has a coherence that appeals to students and furthers the sense of departmental identity; this may have the additional benefit of heightening retention rates. Third, assessment is simple when what is being assessed and the indicators of its success have been identified prior to planning, performing, or evaluating. Finally, in an academic culture of scarce resources, a cohesive department with clearly stated and measurable goals may receive greater administrative support than the stereotypical department governed by the idiosyncrasies of individual faculty.

The department next selects specific goals following from both the departmental and university missions. These objectives focus on defining the knowledge, skills, and values students should possess prior to graduation. The faculty have also identified precisely where in the curriculum, culture, and assessment these objectives are pursued and evaluated. Communicating the mission and its justifications early, and frequently, is vitally important if the department will hold its students to this purpose. By keeping the mission close at hand and commonly understood, they
are able to return to it as the yardstick against which all is measured. For example, when their students develop their required internship portfolio, they connect their internship expectations with the stated departmental objectives. This centeredness makes it much easier for faculty to parcel out precious time and resources to most effectively meet their goals, and serves as the touchstone by which they evaluate their process.

The department is able to begin the assessment process by evaluating their strengths and weaknesses in achieving specific learning objectives. Each year, they select one particular aspect of the program to assess in light of the departmental mission and university priorities. The purpose is not to demonstrate that all students meet all objectives; this is not a realistic target and it ignores student responsibility for their own learning. Instead, the program attempts to find ways to improve what the department is doing based not upon impressions but upon qualitative and quantitative evidence. For instance, in the second year, the department could evaluate its success in meeting their objective to develop research skills. To ascertain this, a group of faculty attends the sophomore Research Methods class where formal research presentations are made. By evaluating the students’ work against their agreed-upon goals, they are able to improve their Methods instruction. However, they soon face the need for a more comprehensive program assessment, moving beyond mere learning assessment, and they begin the process of evaluating how successful they have been in fulfilling their departmental mission and meeting their overall programmatic objectives.

Assessing the Department: Comparing Performance to Objectives

The first step as they begin evaluating the program is to determine current strengths and weaknesses. The department does not want to change for change’s sake, but needs to evolve in order to maintain growth and a strong departmental identity. The data they collect comes from a wide variety of sources across and beyond the institution. By making connections with different constituencies and different administrative offices, the department finds that these groups are now vested partners in seeing that their assessment and curriculum development process succeeds. Administrators have assessment reports of their own to make; the success and work of the department allows these administrators to accomplish some of their own goals. While there are many sources of data available
to departments, the key is to harness the most valuable and easily accessible data for assessing their mission and program.

The department, cooperating with its Office of Alumni and Development, conducts a survey of alumni. The survey enables the faculty to see how political science alumni perceive the quality of the department’s work. For example, the faculty discovers that more recent alumni are more satisfied with the department and major than earlier graduates. For alumni of all ages, one clear negative appears: a perceived lack of course diversity provided by the political science department. According to the alumni, the weakest area in the department is career counseling, matching the university’s alumni survey that found dissatisfaction in career counseling and placement.

The second source of data is a survey of the satisfaction of political science majors. This survey asks questions about the majors’ satisfaction with the political science curriculum, specific required and elective courses, advising, and the departmental culture in general. Professors selected questions that correspond with a student satisfaction survey annually conducted at the university level. By doing this, they receive comparative data (“Are political science majors more or less satisfied compared to students from the entire university?”) and obtain specific opinions and suggestions from current students regarding their observations of the department. In addition, this research has the added benefit of helping students become more engaged in the curricular revision process.

The findings are very positive across the range of questions; the political science department is higher on every indicator than the university as a whole. Majors rate the department especially high on “faculty caring” and “accessibility,” “rigor,” “quality,” and “reputation.” Upon scrutiny, it becomes evident there are significant differences between students who work more than twenty hours outside of classes and those who do not work such extensive hours. Employed students rate the department lower on a wide variety of questions. This correlation does not occur with other factors (e.g., race, gender, socio-economic status, GPA). One of the strongest positive responses is to the question: “I seldom get the ‘run-around’ when seeking information from the department”—this is much higher than the whole campus response. The faculty believes that these findings demonstrate their success in creating an academic community, a primary goal articulated in their mission.
The registrar’s office provides the numbers and sizes of all the courses that faculty in the Department of Political Science have offered over the past five years in the general and major curricula. These enrollment patterns help determine which courses need to be offered more or less frequently and which do not need to be offered at all. By identifying courses that do not make enrollment targets consistently or are typically oversubscribed, they are able to make decisions that maximize the potential for growth without compromising quality.

In many institutions, the Director of Institutional Research and/or the Coordinator of Assessment can be a great source of additional data. For our hypothetical department, the university attrition statistics reveal that students switching from political science tend to transfer to majors in business and criminal justice. The department discovers political science majors withdraw from the university at a higher rate than students in other majors, generally citing financial reasons. Well above the university norm when it comes to financial concerns, political science students at this institution focus on getting jobs and being financially successful after graduation. National data demonstrates that the department’s political science students are employed for more hours a week than the national norm and seem to have a greater financial need relative to the whole population. Consequently, these students are concerned about future employment and are worried that a political science degree is not useful in the job market. More positively, the department demonstrates through the data that several of their departmental goals are being met, especially when compared to national college student data and to their own university student body.

Through this process, the department changed and reimagined itself and its mission. The department’s research demonstrates that it had constructed a strong departmental culture—supporting students through their pedagogy, advising, and providing a rigorous education experience. However, it is weak in one primary area. Both alumni and majors repeatedly noted concerns about their ability to find a job after graduation, despite the fact that students did find employment, albeit not as easily as peers graduating from other departments such as business. Although this theme was articulated in many different motifs, it was a constant message. To that end, the department revised its mission and objectives to focus more clearly on the intersections between theory and practice and to emphasize the development of portable skills. By creat-
ing a skill-based curriculum, professors believe students will be better equipped to perceive direct relationships between their career interests and classroom preparation. The faculty plans to develop career-focused departmental handouts and institutionalize annual career workshops with alumni panels. The department hopes that these steps will encourage students to see the relationship between their curricular/co-curricular experiences and their future objectives.

A good foundation to an assessment program is key to its long-term success, but like any form of excellent research, questions of validity and reliability must be continually addressed. Processes need to be implemented that will allow the department to make regular evaluations as to the impact and value of their new curriculum. The department now needs to receive feedback from sources external to the university; peer review of their work (outside evaluation by another political scientist) ensures better quality. While national data provides a good point of comparison, external review will enhance the value of the assessment.

**Strengths and Weaknesses of Approach**

This strategy for assessment has high payoffs for a department. Department faculty talk to each other about what matters to them, students are brought into the assessment process, data designed to answer key questions is collected and evaluated—a culture of assessment permeates the department. Implications for other departmental duties are significant: specifically, the recruitment and retention of students and faculty, and the construction of annual reports and budgets. The department may become known within the institution as one that seeks continual improvement and excellence, and the administration may subsequently provide resources to the department over and above what might otherwise be expected. In these very specific ways, assessment has been worthwhile.

The key weakness of the approach is the amount of time and energy invested in the collection of data, the evaluation of findings, and the revision of programs. While the annual work is less labor-intensive, it does require an investment of departmental time, energy, and resources. To address the workload issue, the assessment coordinator could give individual professors responsibility for reviewing and analyzing one element of the raw data collected for program review (e.g., one writes a brief report scrutinizing the results of a majors survey, while another examines publication patterns of the department relative to student credit hours generated).
In undergraduate programs, it may be useful to integrate some of the survey development and interpretation into Methods (and other) courses. This lightens the load on the faculty, provides practical experience for the students, and engages students in the process of assessment. This process may, in some institutions, be of similar value with graduate students. In a departmental community where the labor can be shared, this is an ideal model—but it will not work for all departments or institutions.

**Grassroots Implementation—“Question-Based” Assessment**

How can assessment occur in a department where faculty are less invested in assessment as a departmental or personal objective? There are multiple ways by which departmental leadership might transform assessment from an external chore to an internal quest to answer important curricular and pedagogical questions. However, it is essential to demonstrate how the discoveries provided by the assessment process can guide departmental decision-making in a curricular review process. One way of garnering departmental investment is to help faculty perceive how they can benefit from assessment. However, every department differs as to their triggering issues (American Association for Higher Education 1992). For example, members of one department might be curious to discover why their students are not going to law school as frequently as in previous years. To answer this question, they consider LSAT scores and matriculation patterns, performance of their majors compared to other majors in the university, contributing alterations in the department over the years, and how their program differs from others that appear to be more successful. These findings allow them to make adjustments designed to improve the success rates of their students’ law school applications. In other political science departments, the salient issue may be how to improve the caliber of graduate students entering the program or how to enhance students’ ability to serve as competent research assistants. Regardless of the issue, the key is to find a question or questions linked to an outcome in which faculty members are interested.

The Grassroots Implementation strategy hypothesizes that developing a shared teaching technique across the political science curriculum, evaluating a skill developed in a required course, or identifying a key ques-
tion faculty want answered could potentially create a departmental environment more conducive to assessment. An effective course assessment technique can easily become the core of a comprehensive departmental assessment plan. By making parallel evaluations of students at different points in their career, comparing their responses and making changes, faculty can begin assessing departmental progress toward goals while improving student learning. More importantly, within this approach is found the beginnings of a departmental assessment plan.

What faculty hold in common in many institutions is an investment in teaching. If we can demonstrate that effective classroom pedagogical techniques can be used to assess departmental achievement of goals, it is possible to manufacture departmental buy-in on program assessment. Effective forms of student evaluation can be used to develop departmental assessment programs in a manner most faculty can endorse. The particular example demonstrated in this chapter is the use of systematic peer-evaluation techniques; such a pedagogy can assuage faculty fears of classroom co-option and performance evaluation, engage students in their own learning, and provide a systematic review of some departmental goals (Deardorff 2005). In addition to improving student learning, shared issues might include a desire to improve the quality of graduate students (Hamann 2007), internationalize the curriculum, encourage more students to participate in service learning, or garner more resources for the program. The process can begin with as few as one or two faculty, or more, depending on the engagement of the faculty in the department.

This form of “bottom-up” assessment often occurs in departments where there are limited resources for assessment, disengaged professors, or a faculty suspicious of assessment. This strategy might be most attractive to larger programs without clear state mandates to assess (mandated programs are generally told what to assess and how) or to state universities and research institutions. This approach may be particularly useful with teaching faculty who are absolutely not interested in engaging in assessment.

**Process of Implementation—Translating Classroom Assessment to Departmental Assessment**

A form of simple course assessment can easily become the core of a comprehensive departmental assessment plan, especially in departments resistant to assessment. Tom Angelo has noted the importance of build-
ing shared trust, shared motivation, and a shared language in creating meaningful assessment programs (1999). For many faculty, a collective interest in teaching and student learning might create a common motivation and language. For other faculty, a shared professional goal or objective can serve the same purpose. While many classroom pedagogies might provide this bridge, the example of peer evaluation is used to demonstrate how grassroots assessment can provide departmental feedback. In many departments, the key will be to select a pedagogy that may already be utilized by the faculty, so the new task is just collecting data and comparing findings.

Peer evaluation requires students to evaluate the work of their colleagues according to previously established guidelines. This pedagogy engages students in the process of evaluation and grading, motivates them as writers and scholars because audiences other than their professor will be assessing their work, and ideally forces them to be more deliberate in the construction of the outcome being evaluated. While the concept of peer review of scholarly work long has been accepted by academia, its application to students’ learning has been limited. The use of peer critiques in the teaching of writing might be the most familiar approach (Dossin 2003); new technology such as Blackboard has enhanced strategies involving students in the evaluation of their peers’ work. Concerns regarding self and peer evaluation have centered on issues of privacy and the technique’s ability to provide statistical validity and reliability in the assessment of classroom assignments (Omelicheva 2005). Yet, scholars have emphasized its ability to engage students, reinforce classroom values, and monitor student improvement. Team-based learning approaches have also found peer-evaluation techniques invaluable for holding free riders accountable and for involving students in assessing outcomes of their own work (Michaelson et al. 2002).

In this departmental hypothetical, a political science professor at a medium-sized state university uses peer evaluation initially as a means of engaging students in their own learning process (Deardorff 2005). This technique also allows the faculty member to demonstrate how personal goals are met in the classroom. Because of promotion and tenure evaluations, post-tenure reviews, accreditation studies, as well as legislature and Board of Trustees’ demands, many universities require some form of annual performance review. Peer evaluation can be an easy method for faculty to document what they are teaching in the classroom; all faculty
share the concern of how to meet this documentation requirement. At this institution, for example, the performance indicators require a demonstration that the professor “utilizes creative and piloted teaching methods/skills (documentation required).” The use of peer evaluation in the classroom, easily documented by the matrices developed by the faculty member or the class, allows the professor to demonstrate student learning through the semester via a valuable learning strategy.

Besides the innate motivation of self-preservation, faculty might also share an interest in understanding student performance. What works and what does not? These conversations can provide common ground for the development of an assessment program (Maki 2002). The question for assessment-resistant departments has been: How do we begin these conversations in a manner that decreases resistance? Administrative requirements to create a departmental assessment plan may only fan resistance; a “grassroots” approach, stemming from classroom success, may be far more effective. A faculty member excited by a successful classroom technique can promote a less-threatening departmental conversation than a provost demanding a report. However, even for this approach, some form of departmental leadership is necessary to ensure that conversations advance to implementation.

The connection between classroom pedagogy and departmental goals must be clarified. Professors know what outcomes (knowledge, skills, and values) they wish to foster in their students. Goals that have the widest applicability to the most faculty members in the department should become the first that the department evaluates. For example, a political science department may have as a goal “to develop and hone students’ skills in all forms of communication, from basic to sophisticated.” Specific objectives of this goal might be to foster “skills such as writing, asking logical and coherent questions, working and deciding both collaboratively and independently, advocating a position, negotiating an outcome, and presenting professionally one’s research and one’s ideas.” In order to assess the department’s success in meeting these goals and objectives, the faculty need to 1) demonstrate how knowledge, skills, and value objectives are being emphasized and evaluated and 2) provide evidence that there is improvement over the career of the student. Clearly, all courses cannot equally emphasize all goals, and not all faculty focus on the same objectives in all of their courses. However, if professors can meet and discuss who is doing what in their classes, this becomes simpler. If
there are two classes that emphasize questioning skills—one taught early and one taught later in the student’s career—using a similar peer evaluation approach or other common pedagogical strategy in both, this may allow the department to evaluate its success in developing said skills.

For example, the first-year major course might emphasize the same small group discussion skills as the capstone. A matrix, which shares several identical characteristics, can be used for both classes. For the senior capstone students, the class collectively identifies what small group skills they wished to enhance in their last semester in college. For the first-year students, students compare their own and their peers’ participation to the identified expectations four or five times during the course of the semester and students use it during most sessions in the capstone. The professors can also use the same expectations as the basis of their evaluation of student performance as well. To use this approach for departmental assessment, there must be some common indicators on both instruments. Ideally, in addition to the students’ multiple evaluation within the classroom, members of the department observe and assess students’ performance occasionally. By doing this, not only can the development of skills over time be demonstrated, but also the department demonstrates a consistent focus on achieving this objective. This same approach can be used to demonstrate the inculcation of values and the application of knowledge. This approach is less effective in the assessment of student comprehension of the knowledge goals articulated by the department.

In order for this technique to become a coherent assessment plan the department must meet annually to collectively discuss their findings from classroom assessment activities. If our departments are “[d]riven by compelling questions about how students translate what they have learned into their own set of practices, assessment promotes sustained institutional dialogue about teaching and learning” (Maki 2004, 3). By simply recording what they discovered in their classrooms that year and across the department, and noting what they would do the following year, the pivotal feedback loop will be closed. This means that the department does not simply gather information, but applies it to improve the program. This is what we generally do every semester when we personally evaluate the success and failings of each of our courses—we simply apply the identical process to the entire department.

Once faculty become confident and comfortable with the process of simple classroom assessment projects, they may begin to see how
this process can document their efforts in the classroom and demonstrate progress toward departmental objectives and goals. If assessment becomes a way of receiving formative information rather than only a summative evaluation—a means of evaluating the success of individual and departmental approaches toward shared goals—it becomes less threatening. We are simply receiving guidance as to the relative utility of our methods, not being labeled a “success” or a “failure” in our classroom performance. As we discuss our teaching with each other, not only does the department become more focused on shared goals, but it may be willing to expand assessment activities beyond a shared pedagogical technique and new questions to answer may arise.

**Strengths and Weaknesses of Approach**

While there is no panacea for recalcitrant tenured professors, the Grassroots Approach to assessment for these departments would be more successful than the traditional mission-driven strategy. By building on classroom assessment techniques, a department might discover shared objectives and create a simple, non-threatening assessment process that could pave the way for more integrated assessment approaches. While faculty might be concerned that this approach is very work-intensive, the opposite is true. Once common matrices are developed and the processes are made part of the life of the department, assessment becomes simple. While the paperwork may feel excessive, it is this very documentation that demonstrates to outside reviewers that assessment is generating feedback that can continually improve the department.

Assessment works best when it is done collaboratively. Thomas Angelo and Patricia Cross noted that they had initially assumed that faculty would want to work alone in the privacy of their own classes, without outside involvement. They found just the opposite; classroom assessment “gives [faculty] opportunities and stimulus for talking about teaching and learning and for sharing their assessment project designs, techniques, and experiences with colleagues. Faculty also mention the value of discussing their plans and findings with their students, and of involving students in all phases of the work” (1993, 11). Peer evaluation engages all of these constituencies in the collaborative endeavor of improving education and learning, but it is only one of the many possible classroom assessment techniques identified by Angelo and Cross and others that can be used as a starting point for departmental assessment.
Clearly, this strategy is limited in its utility. Departments that do not share a common interest in teaching or in the success of their students will not be motivated by this approach to begin any form of assessment. Other departments may be resistant to this particular pedagogical approach, but if this strategy is viable, any other shared, evaluated technique (simulations, service learning, research designs) should render the same outcome. The Grassroots Implementation approach demonstrates that by making similar evaluations of students at different points in their careers, comparing responses, and then making changes, faculty can begin assessing departmental progress toward goals, simultaneously improving student learning.

**Conclusion**

Assessment helps very little if the information does not influence decision-making processes or determinations. However, even if no one outside of the department examines the data, if the department learns from the assessment process and discusses their findings, they can benefit. The department (and the chair) must find ways to use the assessment findings to impact the graduate or undergraduate curriculum, departmental policies, or other aspects of departmental life. Regardless of the approach to assessment, one key to sustaining this process and minimizing its opportunity cost for the department is to imbed assessment as much as possible into the current work of the department. By making assessment part of classroom teaching, departmental service, and even undergraduate and at times faculty research, it will be less of an onerous task and more of an essential element of the life of the department. Assessment can transform the way we work. Our findings should inform future departmental decisions and encourage faculty to bring the same inquiring minds to their teaching and university life as they do to their research. If, annually, the department discusses what has been discovered through assessment and plans the alterations to be made in response, then the assessment process will be conducted for the good of the department, not for the external audiences that may have instigated it.
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Of the wonderful science experiments of childhood is creating crystals. You gather the ingredients, mix the correct solution, and then just watch them grow. Unfortunately, building a culture of assessment is not like that, since it is more than a simple activity. It involves creating a new culture, changing established patterns, and overcoming people’s very legitimate fears, while also teaching them what assessment is. You need gradual steps that encourage trust in the process and confidence in the ability to succeed in it.

Almost by definition, a “culture” of assessment requires grassroots support and activity. Building it is a bottom-up process that must be carried out by the people who will implement and learn from it. The reality is that initiative for assessment tends to come from administrators at the top of an institution, themselves often acting in response to the demands of boards of education, accrediting organizations, or other public/political demands for accountability (Banta 2001). There must be someone who will start the process and maintain it, but this is not what deans or provosts do when they require an assessment program. Unfortunately (or perhaps fortunately, depending on your viewpoint), upper-level administrators are not always obeyed. All of us recall examples of administrative initiatives that failed because of inaction (see Chace 2006). People do not actively oppose them; they just do nothing. While administrative policy may set the stage, by itself it is not able to get the process started. Someone else is needed to initiate activity. Who, then, should be the initiator of this activity and, once identified, what should this initiator do?
In the following pages, we address these two questions, based on our experience in the Department of Political Science at Northeastern Illinois University (NEIU). Borrowing from the literature on cooperation and policy implementation, we suggest that five conditions must be met in order to build a culture of assessment. These are:

1. Identify a “champion” or “fixer” to initiate activity and maintain momentum (Bardach 1977; Mazmanian and Sabatier 1983).

2. Overcome distrust and fear of the way assessment will be used (e.g., Axelrod 1984).

3. Make assessment tractable or “doable” (Pressman and Wildavsky 1979).

4. Build commitment, or “assent” (Bardach 1977), among the people you expect to be part of the assessment culture.

5. Prevent over-reliance on one person by developing a subgroup or subculture of champions and fixers.2

By a combination of learning, designing, and serendipity we were able to meet these conditions at NEIU, and formed the beginnings of a culture of assessment. In our department, we were helped in this by going through a period of design and implementation over several years, spanning the administrations of four deans and two chairs. This prolonged period is not necessary, but it provided an opportunity to explore the process and develop a better understanding of what we were trying to achieve.

**Condition One: Who Should Be the Initiator?**

The first stop is the designation of an initiator. We use the word “designation” with some hesitancy since the choice involves a certain amount of self-selection by the individual as well as acceptance by the department. Accordingly, the initiator must be someone department members will listen to, and who is seen as having legitimacy in this area. This is someone who will not perform the activities but must make sure they get done. He or she may be involved with a committee, but cannot be the committee.
As we use it here, the concept of an initiator is similar to that found in the literature on implementation where the existence of a “fixer” was an important element in the successful implementation of programs (Bardach 1977; Mazmanian and Sabatier 1983). Fixers, or “champions” (the term preferred by Peters and Waterman, 1982, and the one we shall use here), do not rely on hierarchical controls. Rather, they act informally, encouraging activity and not just carrying it out themselves. They provide the start, help push progress when it slows, solve problems, and fill holes. But they do not do the job by themselves.

The history of assessment in the political science department at NEIU began with the chair accepting this role. The chair already had an interest in assessment and saw the potential importance of it. When the university was looking for people to help start assessment plans within the departments, in response to accreditation demands, he had already begun the initial steps and was willing to continue. Thus, for us, the chair was an obvious choice for assessment champion.

Many people would see chairs, in general, as the people most likely to be the assessment advocates. After all, chairs are familiar with the department, with the curriculum, and with the field, and, in many instances, they are an excellent choice. But this is not always so. Consider that the person chosen must be someone with at least a minimal level of trust within the department. You cannot impose trust; it must be built and nurtured, and a chair that is not trusted cannot do that. But there is more to consider than this minimal requirement.

Within the literature on business and organizational development, a distinction is made between those who lead and those who manage (e.g., Zalenik 1992). Briefly, those who manage solve problems. They adopt impersonal, passive attitudes toward goals, and those goals come from necessity rather than desire. They tolerate mundane work with their focus being on survival. Leaders, on the other hand, are active, shaping rather than responding. They have a tolerance for a lack of structure. Mundane work tends to drive them crazy. Not all managers are leaders. And, as importantly, not all leaders are managers (Pastors 2002).

This leader/manager distinction has obvious relevance to business and organizational development in general (e.g., Burke 1995). And it is also important to consider this dynamic within a university attempting to build a culture of assessment. If a university normally expects all department chairs to fill the roles played by managers, it cannot expect that
all of these people will then excel in the very different role of leaders. If a university’s assessment plan implicitly assumes that chairs can play both roles, the risk of early failure can be high.

The relationship between assessment and the leader/manager distinction is seen in a survey of department chairs at NEIU (Pastors 2002; 2003). Chairs identified in a questionnaire as leaders or leader-managers were much more likely to have shown progress in developing assessment programs than were chairs identified as managers. More telling, however, is that only 13% of those surveyed were designated as leaders, with an additional 39% using a combination leader-manager style. Almost half of those surveyed (48%) fit the model of managers. For these individuals, requests to lead interfere with their primary responsibility of running a department. Choosing them as advocates is forcing on them a different role.

The implication of this study is that if you look only to chairs for leadership, you will be frustrated for at least two reasons. First, a majority of chairs are not likely to see their job as primarily that of leadership. Requests to lead will not be taken seriously by those who consider themselves to be managers. Further, they will likely not devote their first attention or highest energies to that leadership task. What they see as their primary responsibility—running (managing) the department—will occupy their time and their attention.

Second, those who would respond to the call to lead must still do the time-consuming work demanded by their management tasks. Running the department is a major part of their job, it takes a predominant amount of their time, and it is likely to be what their colleagues expect them to be doing. Thus, even chairs eager to take on leadership tasks may be unable to do so, as they do not have the time to fill both sets of responsibilities adequately. Asked to lead, and thwarted in their ability to respond, they may withdraw from the task in frustration, become more dissatisfied with the position of department chair, and seek the earliest possible time to leave it.

We have no easy solutions to this problem except to say that the champion does not have to be the chair. Others can be encouraged to accept the role since it requires persuasion rather than authority. It is an informal activity, usually done outside of ordinary channels. Thus, when the chair does not or cannot fill this role, administrators must encourage people to step forward. They may wish to look for an individual with
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a strong commitment to teaching, since such an individual would be more likely than others to see the value of assessment. But while possibly desirable, teaching commitment should not be seen as a necessary requirement. People may be committed to assessment for a variety of personal reasons. As long as the commitment is there, we suspect that the motivation does not matter. What does matter is that the champion possesses strong organizational and people skills. Organizational skills are needed since the champion must be someone who knows how to get things done. And people skills are needed since the job of the champion is not to do all the work, and certainly not to order others to work. The champion instead needs to be able to convince, persuade, and even cajole, but never to order.

**Conditions Two, Three, and Four: Building Trust, Making It Feasible, and Gaining Assent**

**Early Steps in Building an Assessment Culture**

The early history of the department’s assessment activities was relatively simple. We began with two non-comprehensive assessment instruments designed to determine how satisfied majors were with the department. Faculty members drew up a “Survey of Major Satisfaction” and an “Exit Interview.” The survey, containing 28 items regarding student experiences and demographics, was administered during class periods to declared majors. To give students every opportunity to take it, it was administered in all classes for two days. Students were asked not to fill it out more than once and there was no evidence indicating this was a problem. Virtually all faculty members participated in administering it. There was no problem if a particular faculty member forgot or refused to cooperate as redundancy was built into the project.

The other instrument, an 84-item exit interview to be given to majors when they applied for graduation, was a failure. Students looking forward to graduation showed little enthusiasm for the interview. Moreover, administering it fell to only a few people, the undergraduate advisors. The multiple opportunities that assisted compliance with the satisfaction survey were not available here. A student’s graduation could have been held up, but advisors were understandably reluctant to do this.
Few exit interviews were completed, and the instrument was dropped from the department’s plans.

**Gaining Trust from Small Steps**

Even these small initiatives were met with great distrust. Assessment, in general, was seen as both threatening and impossible. Many faculty feared they would spend long hours producing still another report no one would read. Others were concerned that assessment would take time away from more valuable activities in research and teaching. Perhaps most important was the fear that assessment would be used against individual faculty members or against the department. Administrators assured faculty that data would not be used in this way, but verbal assurances are not sufficient if trust does not already exist.

The reason trust is such a problem is because participation in assessment is similar (but not identical) to the problem of the “Prisoner’s Dilemma.” That is, two people initially agree to cooperate with each other. They will both be better off if they keep this agreement. But after they separate from each other, they are faced with a problem. If one person maintains the agreement, that is, if one person cooperates, but the other does not, the one who is true to the agreement will receive great harm, known in formal terms as the “sucker’s payoff.” The damage from the sucker’s payoff is so great that a player chooses not to risk this outcome and refuses to cooperate. The second player faces the same decision and makes the same choice. Accordingly, even though both parties know they would be better off keeping the agreement, both parties still choose to break it because one cannot trust the other. This applies to assessment as faculty members feared if they undertook assessment in good faith, and that faith was violated, then they could pay large costs in terms of promotions, replacement positions within the department, or academic freedom. Not cooperating would be the best choice at any moment. However, there is a way out of the Prisoner’s Dilemma if we see it as an exchange that will be played repeatedly (Axelrod 1984). If faculty members choose to cooperate with the assessment activities, and the administration also chooses to cooperate and does not use the data inappropriately, then trust is built up and cooperation is likely to continue.

Without any of us actually being aware of it, these small, non-comprehensive projects were serving to build up this sense of trust. The
first one, the survey of majors, was a relatively easy step to take because the required effort was small (it took little time from teaching and research) and so was the risk. It examined the department as a whole and not its individual members. Moreover, it did more than simply produce another report. Faculty members found it helpful and used the results to make several small but significant changes, including increasing the number of night classes, writing and distributing a departmental handbook, and preparing a two-year course plan to help students in their own planning. All of these actions were seen as reasonable uses of the information. The administration did not blame the department for not having done these things before, and department members began to trust that additional material would not be misused. Ironically, the unsuccessful exit interview was also important for building up trust. First, it showed that there were no repercussions for failing. Second, it showed everyone that we could engage in assessment while still being sensitive to fears that it could drain time away from other activities. Certainly in the early stages, building a culture of assessment will indeed take time away from teaching and research. Denying this possibility, or dismissing it as selfish, is counterproductive. The time demands of assessment must be considered at all stages.

Some Larger Steps

The relatively painless and generally useful initial experiences allowed the department to continue building its assessment plan. Department members drew up instruments for assessing the department’s general education courses, Introduction to Political Science and American National Government. Committees devised two tests to assess students’ mastery of the knowledge and skills they obtained from these two courses. In addition, there was a five-item survey of the attitudinal or behavioral impact of the course on the student. During selected terms, we administered these surveys as a pre-test and a post-test. Students were asked to complete it during the first or second meeting of a class, and to do so again during the next-to-last class period. Students were also asked to help us in our analysis by placing their ID numbers on the response sheets. With the information gathered, we could see how much the average student’s knowledge had improved. We could also check the validity of the survey by comparing correlations of survey results with student performance in the course (as measured by grade) and with a separate
“Expectations/Experiences Survey.” This latter survey was based on the idea that “amateurs” and “experts” differ in the ways they receive, store, organize, and retrieve information (Day 1996). The expectations survey was also initially administered the first day of the class. Instructors asked students: “List as many as twenty topics, concepts, ideas, terms, theories, etc., that you believe will be covered in this course.” After a few minutes, students were asked to “group,” or “cluster,” what they had listed into related groups, or clusters, or piles—as hardware stores, grocery stores, or restaurants might organize the items they provide. The expectations survey was administered again at the end of the course. We could now compare the pre- and post-course “surveys,” finding how the number and complexity of items listed was changed by the course. That is, we saw how much students had moved from amateurs to experts in their thinking.

**Building Assent and Making It Feasible**

Besides providing useful information, these initial assessment tools were helpful in constructing an assessment culture. Faculty in the department began to learn what assessment was, how it was done, and, as seen in the exit interview, how it should not be done. When additional activities were discussed, they seemed less overwhelming and more doable. Making assessment tractable (Condition 3) is vital if an assessment culture is to be built. Even a brief review of the literature on policy implementation will yield examples of people who sabotaged or walked away from tasks they found too overwhelming (La Porte 1975; Pressman and Wildavsky 1979).

Equally important is that these initial activities helped create a commitment, or at least acceptance, of assessment among the department members (Condition 4). This is what the literature on policy implementation calls “building assent” (Bardach 1977). Policy implementation is a gradual process in which agencies, groups, and individuals slowly agree to support a policy. It is a form of coalition-building in which education, negotiation, and coercion are used to convince actors that there is value in assisting (or at least not opposing) the program. The changes brought about by the early successes provided some evidence of the potential value of assessment, and the steady involvement of people in the regularized tasks of assessment (e.g., collecting surveys) helped to create support.

Finally, making each of these activities separate and distinct was also important for the continuation of a sense of trust (Condition 2). As-
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Assessment of the general education classes was potentially more threatening than the earlier survey of majors. The assessment of each course and instructor could have been used in performance reviews for tenure and promotion. When promises were made that they would not be used in this manner, those promises were more readily accepted. If the department had started with the general education survey, it is not clear if it would have been as readily accepted by the faculty.

**Condition Five: Developing a Subculture of Champions**

We continued our assessment activities following the same pattern of cumulative incrementalism seen in the earlier history. The university assisted us in building assent (Condition 4) with a series of meetings and workshops that were helpful in showing the advantages of assessment and also emphasizing that assessment was a large, but not impossible enterprise.

**Designing a Comprehensive Plan: Means Before Ends**

The department chair continued as one of the champions by initiating meetings and structuring the much larger tasks that remained. He started this stage by searching for a method to assess how well the department’s goals were met, leaving until later any decision as to what the goals were. This seemingly backward process was intentional and helped to further assent. We addressed the relatively easier task before moving to the technically and emotionally difficult one of determining the goals of an education in political science. The department had already tried and rejected the use of an exit interview as a means to assess the major. Thus, this stage was seen as simply an extension of this earlier task.

The department chose a form of portfolio assessment in which papers would be collected and placed in a student’s portfolio. Upon graduation, a committee of department faculty would review the earliest entry and the most recent entry in a student’s portfolio, scoring them on a series of learning outcomes derived from the department’s learning goals. This would be the primary data for any subsequent assessment
decisions. The problem is that the department had not yet determined either the goals or the outcomes. We had selected the means before we decided on the ends.

**Designing a Comprehensive Plan: The Goals and Objectives Come Last**

We started this part with a review of the goals adopted by the university and by the Illinois Board of Higher Education. But this still left the department with the job of applying these to the discipline, devising measurable outcomes, and setting up a process for reviewing and applying the data. Not surprisingly, this was the longest, most difficult of all assessment activities—another reason not to make it a starting point. As in labor-management bargaining, a common tactic is to leave the most difficult issues to the end. We did the same.

The task entailed more than devising a series of goals. It included learning what assessment was. This was often frustrating. A group of individuals would develop an understanding of what assessment was, draw up a plan, and learn from various informal reviews that a portion was missing or wrong. This procedure of writing, review, and revision was repeated a number of times.

As before, the role of the champion was vital, but there were changes in the way the champion worked. There was no longer only one champion. The process was moved along by a group of people playing the role of serial champions. Not only were there more people in this role, but the way they fulfilled it also changed. They still made sure holes were patched and problems solved, but they were also actively involved in constructing the tools needed for assessment. They were no longer outside of the committee, and often became the major players in task forces and committees. At different times in the process, different people initiated activity and solved problems until a draft was written, reviewed, and approved by the department. Usually this was done with one person taking responsibility for ensuring one particular aspect was completed or reconsidered in light of subsequent decisions. No one was asked to fill this role; they simply assumed it when needed. We had developed a kind of subculture in which filling this role was seen as legitimate by all department members (Condition 5).

Having serial champions was an important development in creating a culture of assessment. In some ways, this made activity more difficult
since there were now multiple and not always consistent visions of what needed to be done. These differences needed to be resolved in meetings and discussions. But, beyond this complication, multiple people playing this role signified that a culture had been generated. People began to see what assessment was and how they could do it. Rather than being a sign of inefficiency, it showed that a threshold level of assent had been achieved (Condition 4). People were talking about assessment and were actively engaged in it.

The final result of this stage was reached when we agreed upon and adopted four goals, a series of outcomes related to each goal, and performance criteria with scoring rubrics. The goals and related outcomes were as follows:

GOAL I: Students able to understand/comprehend and assess empirical political information, concepts, and analytical framework.

1. Able to understand/comprehend and assess important empirical information (features, events, trends, interactions, structures and processes).
2. Understand major concepts and theoretical frameworks as they are used to organize and clarify the empirical realities above.

GOAL II: Students develop an interest in and understanding of organizing, planning, executing, and participating in political activity.

1. Able to utilize theory to address problems and shape practice.
2. Understand historical and contemporary examples of political action at local, national, and global levels.
3. Able to analyze and discuss different kinds of participation and organizing strategies (both successes and failures).

GOAL III: Students able to understand the values underlying political choices.

1. Understand and clarify one’s own and others’ values.
2. Able to distinguish analytical frameworks and the values inherent in each.
GOAL IV: Students able to communicate in both written and oral forms and to demonstrate effective and critical use of information-gathering and research media within the broad context of social science.

1. Able to communicate in writing and speaking clear and accurate empirical descriptions, and to develop and express coherent arguments.

2. Able to demonstrate effective and critical use of information-gathering and research

3. media within the broad context of social science.

MAINTAINING A CULTURE OF ASSESSMENT: UNFORESEEN PROBLEMS AND SOLUTIONS IN IMPLEMENTATION

UNFORESEEN PROBLEMS

We adopted the plan and quickly encountered new problems, the most difficult being the retirement or pending retirement of several people. Included in those retiring were two of the four people who had, at various times, filled the role of champion. Taken together, we no longer had the staff necessary to carry out even the fundamental teaching and administrative workload of the department. The initial fear that assessment would take away from research and teaching had been realized. Assessment activity slowed to almost a standstill.

The biggest problem in our assessment plan was in the creation of the student portfolios. No one was doing it. Faculty were generally not collecting papers and no one was maintaining a file of collected papers. Even if people had collected papers, we soon realized we did not have the file space necessary to store them for several years. Our plan had tried to solve this problem by the use of a new capstone course. Students would be asked to submit papers from earlier courses, and papers from the capstone course would be the final part of the portfolio. But the loss of faculty made this option unworkable. Since students graduate both terms from both day and evening programs, we estimated we would have to offer the capstone course at least twice per year, and, more optimally, four times per year. With two retirements and three more expected within the next
two years (in a department of nine faculty), we did not have the staff to offer the capstone course as frequently as needed. We were no longer meeting one of the five necessary conditions (Condition 3). The assessment plan was no longer tractable.

This problem might have been resolved in the past by the actions of the champions. But retirement led to a loss of one-half of the people who had served in this capacity. The remaining two were now responsible for other parts of departmental administration and no longer had the time. There was no one to make sure everyone was collecting papers, and that collected papers were being reviewed. While the portfolio plan would still have been unworkable, the discovery of the problem and the devising of a solution would have happened sooner had the serial champions been active. Again, one of the conditions necessary for assessment (Condition 5), was no longer being met. There was no subculture of champions. Virtually all activity stopped.

A second source of problems was found outside of the department. The dean and the provost who had helped to start assessment both left the university. Each one had been a strong advocate and had established some level of trust in its use. Thus, the people outside the department who may have been able to identify the lack of progress had also left. In essence, we had three problems: administrative turnover, inadequate staff, and an intractable plan.

**Initial Solutions**

The first problem, administrative turnover, was solved when a new dean and a new provost were hired. The task for them was to show support and reestablish the conditions of trust that had allowed assessment to be developed. Over time, they both showed a commitment to assessment and did not misuse the various assessment results that were delivered to them. They also helped resolve our staffing problem with authorizations to hire new faculty who quickly took an active role in assessment, revitalizing our efforts. Some of them had been exposed to assessment while in graduate school and came to NEIU expecting to participate in any assessment activities. Others were encouraged to participate by the activities of the administration. The more senior members of the department welcomed this enthusiasm since they still supported the assessment plan, but they simply had not had the time to invest. With the new faculty, the time demands on everyone decreased to a point
where progress was again possible. New faculty began to participate as serial champions and they helped in resolving the final problem we encountered, the intractability of using portfolios. Our solution was to drop our dependence on the capstone course. We also abandoned the longitudinal analysis that used portfolios to assess the performance of individual students, replacing it with a cross-sectional design. In this new approach, we collect papers from students in introductory courses that are not general education courses. The vast majority of the students in these courses will be majors or minors. Their papers are scored according to how well they demonstrate mastery of our department goals and objectives. We then compare scores on these papers to scores on papers collected from graduating seniors in upper-level courses. In this way, we obtain an estimate of the value added from our program. We lose the ability to track each student, but we gain by making assessment “doable” again. Moreover, if one instructor fails to collect papers, there are enough sections and instructors to ensure this will not be a fatal error. As in the general education assessment plan, we have built some redundancy into the system.

Once per year, department members gather for one afternoon and score the collected papers for their level of achievement on one goal or two goals. So far, we have done this once and submitted a report with our results. Our current step is to examine the implications and make any appropriate changes in our curriculum.

**Maintaining a Culture of Assessment: A Self-Perpetuating System?**

This short history shows the difficulties of building a culture of assessment. Problems in the use of certain approaches, e.g., portfolios, must be expected. Thus, in some ways, we were not surprised. What we did not expect was how much retirements and changes in administration would undermine the conditions that led to our initial successes. When we lost our core group of champions, momentum was lost, problems went unaddressed, trust and confidence declined. Only when we reestablished these conditions were we able to make progress again.

But our assessment culture is still fragile, and the immediate threat at this point is burnout. A single champion is not sufficient to
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maintain the culture. Even with a rotation of responsibility among multiple champions, exhaustion and varying levels of commitment remain problems. But burnout is just a symptom of a deeper problem. We are in the early stages of a new culture, one where the activities are done episodically by a few individuals. Assessment is still “added-on” to regular activities, and it is not yet one of the regular activities of the department. We have what some describe as a “climate” rather than a “culture” of assessment. A culture requires assessment to be an integral part of the department and the university, protected by structures, policies, procedures, and behaviors (Hatfield 2002). Such structures require resources that encourage and reward the time invested in assessment activities. These rewards or incentives include a faculty support system of faculty development, coaching, and campus-wide programs through a “teaching and learning” center or similar structure. Also important are direct compensation, support for conference travel, local recognition, enhancement of prospects for promotion or tenure, and release time. Ideally, assessment activities should be included in the professional development criteria so that they become a part of salary, tenure, and promotion decisions. If some mixture of resources is not allocated, if assessment activities are not recognized in personnel decisions, then assessment will be seen as something that takes away from more important activities such as research or teaching. Supportive rhetoric without resources is meaningless.

At the same time, additional resources will not be enough. They are necessary in the sense that their absence can harm assessment efforts, but the presence of support or rewards will not be sufficient. In the short run, we can make people do things if we make it worth their while. Rewards work; they affect what we do. But what about the long term (Kohn 1993)? In other words, how do we stabilize our culture and make assessment a self-perpetuating activity?

We need to make assessment something that faculty see as valuable and worth doing for its own sake, for achieving the things faculty already find worthwhile. It must fit in with the already existing set of faculty goals. What are these goals? While they will certainly vary with the individual and the context, Wegrin (2001) suggests that faculty are motivated by desires for autonomy, community, recognition, and efficacy. He explains that faculty seek autonomy to experiment without fear of consequences and to be members of a community of scholars in which
their work is valued. Expressions of value include receiving unsolicited compliments from students or colleagues, getting quoted, or fielding requests for assistance (Wegrin 2001). The key to making assessment a self-perpetuating culture is to show how it can help faculty meet the goals they already have. At Northeastern, we are still trying to make this connection, but probably the best way to do this is through its use in the classroom. If assessment solves the problems faculty face in getting a point across, in engaging students, or in finding which approaches keep material fresh, then it becomes self-reinforcing. Faculty do it because it helps them. It no longer is seen as taking time away from teaching and research. On the contrary, by providing solutions, it can free up time that would be spent searching for answers. In turn, more time is now available for research. There will still be time demands from assessment, but their function will be clear, and the time they require will be recognized and supported by the administration. They will likely be seen as worth doing. Once faculty become committed to its utility in their day-to-day teaching and personal satisfaction, they are much more likely to see it as non-threatening and beneficial in improving student learning in the department as a whole. The shift in focus from classroom assessment to program assessment becomes natural. At this stage, assessment becomes part of the culture of the department, and the motivation to engage in assessment becomes intrinsic.

**CONCLUSION: FINAL THOUGHTS AND FUTURE THREATS**

In these pages, we have suggested that a culture of assessment does not simply happen, and that there are five conditions that must be met before the beginnings of such a culture are possible. To restate these conditions in a slightly different manner, we see the first is that there must be someone who will initiate or “champion” assessment activity. Conditions 2 and 3 require that careful efforts must be made to assure faculty that assessment will not be harmful, and that it is possible or tractable. Without these basic conditions, faculty will be unwilling to commit themselves to participating in assessment (Condition 4) and, further, will not take a leadership role in maintaining, repairing, and preserving assessment (Condition 5).
These conditions are only the start and work does not end once they are met. Each one should be seen as a hallmark of an on-going process. Each step must be constantly reinforced by conscious action, a difficult and potentially exhausting task, or we must make assessment a self-reinforcing behavior in which the steps are met automatically. Only in the latter case does it truly become a culture.

Even a well-established culture is still vulnerable. Its strength is that it is valuable to its members. However, if it ceases to be valuable, then it is likely to disappear. One way to destroy this perceived value is for assessment information to be used in ways that are potentially harmful to faculty, eliminating the trust that was steadily nurtured. If it were broken by accident or for reasonable, important, but short-term reasons, then it would be permanently destroyed. Trust would end, the value found in assessment would be lost, and the intrinsic motivation to engage in it would disappear.

A second potential threat exists when people expect too much. People are excited by assessment, but there is danger in this excitement. Managers in both the public and private sectors are often exposed to new approaches or tools that promise to improve efficiency or forestall disaster, but expectations rise until they become unreasonable. When this innovation inevitably fails to meet these expectations, the whole approach is dropped and exhausted managers sigh in relief. Lost in this cycle is the energy and trust that went into this new “paradigm.” Also lost are the less dramatic but still significant improvements that people would have valued, had expectations been more realistic. Assessment must be protected from a similar fate. It can be valuable, but it is not a solution for all our problems. In advocating it, we must not promise too much, and we must be sure of the strength of our own commitment before asking others to undertake it.

There is one last threat to assessment: validity. Implicit in all our plans is that our goals, objectives, and measurements all accurately reflect what a liberal education should be. In other words, we assume we know what we are looking for. But how sure are we that we are correct, especially considering that different schools come up with different goals and measures? Certainly, there is some overlap among us. We suspect an emphasis on writing, for example, will be found in almost all assessment plans. But there will also be significant differences. We cannot turn to a set of national or state government imposed goals to guide us, and the
profession has not adopted a set of standards. Even if it had, this just moves the question of validity to a different level. Providing an answer is well beyond the bounds of this chapter, and we do not try to offer one. Still, everyone who uses assessment must recognize that, in the end, its worth lies not only in the method or techniques, but in the values and goals we adopt.

Notes

1. This chapter includes updated and revised portions previously published separately in Hill (2005) and Pastors (2002; 2003). The authors wish to thank the members of the department of political science at Northeastern Illinois University for their work on assessment. This chapter would not have been possible without them. Thanks must also go to the editors of this volume for their hard work, gentle prodding, and editorial review. Finally, we wish to thank David B. Hill for his editing and assistance. Any errors and mistakes are, of course, solely our own responsibility. Authors are arranged alphabetically; there is no senior author.

2. An earlier version of these conditions can be found in Hill (2005).

3. The department chair who accepted this initial role was one of the authors, Charles Pastors. The other author, Jeffrey Hill, was one of the champions of assessment, although, at first, a somewhat reluctant one. Along with other members of the department, he experienced much of the distrust we describe in the article. When Pastors became acting dean, Hill became the chair of the department. We wish to thank the reviewer who suggested we reveal the roles we played in developing a culture of assessment.
References

Hatfield, Susan. 2002. “Creating a Department Culture of Assessment.” Presented at the Pre-Conference Workshop, Nineteenth Annual Kansas State University New Chairs Conference, February 5, Orlando, Florida.
This chapter explores the methods, processes, and cultural dimensions associated with effective assessment. It also offers strategies to help integrate the three dimensions and presents an assessment model that is simple, feasible, and effective. The recommendations offered regarding these three assessment dimensions are based on more than 25 years of participant observation at a university that used assessment to transform itself.

By the time I arrived at Truman State University¹ in 1980, the university already had begun to escalate its effort to assess student learning. Over the next decade, skillful leadership and assessment transformed the university from a comprehensive regional institution to the state’s liberal arts and science university for high-ability students. Its leadership in the assessment movement led numerous other schools to request assistance, and I was among a group of faculty members who agreed to work with other institutions who were seeking help. Thus, I had the opportunity to observe numerous schools, public and private, two-year and four-year, comprehensive and specialized, as they were designing and implementing their own assessment systems in response to various pressures in the rapidly changing higher education environment of the past quarter century.

In the mid-1980s, the entire country was caught up in the critical examination of higher education (National Commission on Excellence in Education 1983; National Institute of Education 1984; Association of American Colleges 1985). No longer did the public presume quality at the country’s universities. Concerns for quality and calls for outcomes
assessment were the order of the day. The report from the National Governors’ Association, “Time for Results,” reflected public sentiment of the time, saying that “the public has the right to know and understand the quality of undergraduate education that young people receive…. They have a right to know that their resources are being wisely invested and committed” (National Governor’s Association 1986, Preface). For the nation, these reports signaled a substantial change in public expectations for universities.

While many in the higher education community hope that assessment is just another fad, I assume that the calls for assessment of student learning will not pass soon. In fact, the Spellings Report signals renewed energy in the demands for assessment, and a critical view of higher education is likely to continue in the future, given the public’s concern with rising costs and increasing global competitiveness.

The purpose of this chapter is to develop a model that will meet “best practices” while also recognizing the compliance orientation and resource limitations of most departments. It also advances process and cultural issues that will influence whether a department can get benefits from its assessment system.

**Case Example**

While the reports of the 1980s placed other universities in a defensive position, Truman State University benefited from having had over a decade to assess, evaluate, and revise curriculum. When the reports called for increased quality and accountability, they validated the university’s dialogue and assessment innovations of the prior decade. For example, when the American Association of Colleges (AAC) “Wahlke” report on the political science major (1991) was published, Truman had already implemented many of the same conclusions over the prior decade as a result of sustained attention to quality initiatives and data generated by its assessment program. Initially, the data gathered in the assessment effort at the program level offered a number of negative data points on student performance in political science. However, a low-key reporting process and non-punitive assessment environment permitted political science faculty to treat results rather passively. University leaders, including the President and Vice-President for Academic Affairs, patiently nudged
the campus to engage the evidence and within a few years our egos got the better of us. Students reported high satisfaction with the program, but even those with high GPAs were underperforming on a nationally recognized exam. Eventually, we resolved to spend the time necessary to investigate the discipline’s mix of assessment data. Several negative data points caught our attention: poor results on the national exam, several years of bookstore data showing that a significant proportion of students did not buy assigned textbooks, and lower-than-expected self-reported study time (most students spent 6–10 hours a week, total). Of importance to note is the likelihood that had we been placed in a high-stakes reporting environment, we probably would have emphasized student satisfaction data which “showed” we had a great program.

As a group, the political science faculty decided to review the national exam, which at the time was the Graduate Record Examination field test in political science. We concluded that it was very challenging and covered the vast array of the discipline, but since students only had to get 60% correct to score at the 99th percentile, we felt it was a reasonably good fit with the content of our curriculum.

Our discussion following the review of the exam led to a decision to inquire of students and to analyze transcripts to try to understand course choice patterns within our distributional curriculum. When we went back to the classroom, we asked students to discuss concepts that we knew they had covered in more than one prior course. Their inability to do this even marginally well had the effect of persuading us that the weak exam results reflected the tendency for students to study for exams without really engaging or internalizing the concepts. Our transcript analysis showed that students were frequently taking very specialized courses that left huge holes in their understanding of the general concepts and models of the discipline. We concluded that there was nothing in our current curricular design that challenged the short-term learning practices of our students.

While we became convinced that the national exam provided a reasonably good measure of the content knowledge of the discipline, we also concluded that the research and higher order thinking objectives of the program were not adequately measured in the current assessment system. We resolved to restructure our curriculum and to develop a way for the faculty to collectively assess students’ higher order thinking skills. What emerged was a sequenced curriculum that required students to
take introductory coursework, a foundations course in three subfields, a methodology course, and a newly created capstone course. With this curriculum, we were able to get all students in the major to learn the key concepts and approaches of the discipline. Plus, we agreed to assign specific types of research and skill development in each of the required courses. Under the new curriculum adopted in the mid-1980s, students in political science systematically progressed through assignments designed to develop higher order thinking, research, and writing skills. Their final course in the sequence, a senior seminar, generated student work that enabled faculty to assess knowledge and skill achievement by graduates.

Thus, when the Wahlke report came out in 1991, reading it was an eerie encounter. Virtually everything in the report had been discussed in our campus meetings, and the recommendations for the major closely matched our own decisions. While we had already gotten positive assessment feedback from the changes to the program, the Wahlke report served to authenticate our structured curriculum and capstone requirement. Significant improvement in student performance on quantitative and qualitative assessment measures also provided evidence that our changes were successful. Finally, campus values and discussions that encouraged students and faculty to focus on student learning and quality rather than traditional efficiency data helped motivate us.

A number of assessment scholars have argued that the source of pressures for campus assessment makes a difference in its potential for impact (Aper, Cuver, and Hinkle 1990, 471; Banta and Moffett 1987; Banta, Rudolph, Van Dyke, Fisher 1996; Wright 2000). Internal initiatives are given a better chance of success than external mandates. However, even at Truman, where pressure for assessment came from within the university, faculty felt it was being forced on them by the administration. It was only through the administration’s patience that the majority of us were persuaded to embrace the assessment enterprise. Administrative decisions, such as increasing the number of faculty while reducing administrative positions on campus, and promising to never use assessment punitively, elevated trust, as did the persistent drumbeat for the faculty to “think better, not bigger.” The focus was on the quality of student learning rather than on numeric efficiency.

Unfortunately, many of the campuses we worked with over the next two decades did not have supportive environments to complement assessment demands. In these situations, the most promising message is
probably the following: Since faculty have the prerogative to contribute to the design of the assessment system, they can identify ways to use assessment to yield information on issues they care about at the same time as they meet external accountability requirements. For example, even if the university is required to use national exams, they can place the exams in a larger system of mixed measures and evaluative processes that offer the potential for both accountability and improving programs. Since Truman’s experience was that poor performance on the national exams forced us out of our complacency, Truman faculty were able to speak to the utility of its inclusion in an assessment system. We were also able to highlight that other assessments, such as survey data and capstone projects, can play a vital role in guiding reform strategies.

**Responses to Assessment Pressures and Choice of Assessment Methods**

Rather than advocating the use of specific assessments, it is more useful to identify some general considerations for building effective assessment systems. While regional accrediting agencies and states have been mandating assessment in various forms for several decades, their implementation of the requirement has varied in content and timing. Even though most states permit universities to design their own assessment systems within certain constraints, by the time accreditors, state mandates, and administrative decisions make it to the faculty, the overhead weight can be very heavy. Thus, it should not be a surprise that on most campuses faculty energy is focused on resisting the mandates to assess rather than on designing a system that will provide useful feedback. This push-back by faculty helps to explain why a number of schools are still in the early stages of building an assessment system. At the same time, as more campuses have established assessment processes, there are more faculty voices in the higher education community offering evidence of the positive results that can come from assessment.

This range of reactions to demands for assessment is reflected in the assessment papers presented over the past several years of the newly established APSA Teaching and Learning Conference (American Political Science Association 2008). Those who have found assessment an intrusion, cite limited resources, imperfect measures, unclear directives,
non-enthused colleagues, and fear of misuse as a few of their concerns. At the other end of the spectrum, there are a number of papers that communicate how campuses derived positive results from their initiatives to comply with assessment demands. My conclusion is that in most cases, faculties can find ways to derive advantages from assessing, even when they are initially motivated by compliance rather than improvement.

For departments that are struggling to get colleagues to pay attention to assessment, it is important to suggest ways that they can make assessment more than a bureaucratic activity. Patient but persistent nudging is usually necessary to get colleagues to establish and maintain a comprehensive assessment system. However, the deadlines attached to accreditation processes may be your best friend for beginning an initial assessment cycle. This deadline can be used to get the effort and support (or quiescence) necessary to move forward with a first round of assessment. Every university has unique cultural elements that must be considered. However, an overview of the wide array of potential methods should help those who are responding to assessment mandates. With such a large assessment tool box, faculties have the opportunity to tailor practical, useful responses to the needs of their programs. Upon perusal of what is admittedly not a comprehensive list (see Table 7-1), you can probably find several methods that are likely to be acceptable and affordable. This is the first step.

<table>
<thead>
<tr>
<th>Table 7-1 Overview of Assessment Methods*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Traditional Program Data</strong></td>
</tr>
<tr>
<td>Student–Faculty Ratio</td>
</tr>
<tr>
<td>Retention to the Major</td>
</tr>
<tr>
<td>Number of Majors/Minors</td>
</tr>
<tr>
<td>Grade Distribution</td>
</tr>
<tr>
<td>Transcript Analysis</td>
</tr>
<tr>
<td>Syllabi Review</td>
</tr>
<tr>
<td><strong>Attitudinal and Self-Assessment</strong></td>
</tr>
<tr>
<td>Surveys (e.g., behavior inventories, self-assessments, satisfaction)</td>
</tr>
<tr>
<td>* Alumni</td>
</tr>
<tr>
<td>* Enrolled Students</td>
</tr>
<tr>
<td>* Graduating Students</td>
</tr>
<tr>
<td>* Employers</td>
</tr>
<tr>
<td>* Faculty</td>
</tr>
<tr>
<td>Interviews (e.g., exit, entrance, rising junior, employers)</td>
</tr>
<tr>
<td>Focus Groups (e.g., employers)</td>
</tr>
<tr>
<td>Nationally Recognized Surveys (e.g., NSSE, CIRP)</td>
</tr>
</tbody>
</table>
**Review Existing Data**

The initial stages of preparing a program assessment plan should include review of data that already exists. Often this requires accessing a number of different offices on a campus and thinking creatively about how one can mine the data. Traditional data provides the opportunity to compare the program to the university on items like retention, major migration patterns, graduation rates, number of transfer students, number employed following graduation, number enrolling in graduate or professional programs, and number doing internships, service learning, undergraduate research, and studying abroad. It is also important to identify any university-wide assessment instruments that the program could incorporate into its assessment. For example, if the university uses any of the nationally recognized surveys for incoming freshman or student engagement, the department can use them for very productive evaluations of the types of students in the program, their backgrounds, habits, and expectations. While these are not direct measures of student-learning outcomes, they provide important information for understanding how students approach learning. Some of the engagement surveys have numerous questions about students’ study practices, class preparation habits, and faculty–student interaction opportunities that would be very helpful to review. Even if the data is a sample of the whole campus and data is not broken down to the program level, it still can be a very helpful place to start the program’s review. Getting the university to provide data on the program’s students may be possible, especially if several years of data can be aggregated to create a sufficient number of respondents from the major. Some of the same variables can be studied in a locally developed departmental survey which can then be analyzed and compared with campus and national data.
**Program Purposes: Statement of Goals and Objectives.**

Accreditors usually expect departments to begin with a statement of goals and objectives about the intended purposes and expected results of the program. Goals are considered broader and more general. Objectives are supposed to target specific learning outcomes that the program develops in its students. I recommend that departments not let this become too time-consuming an effort. Looking at the websites of other universities and keeping the statement of goals and objectives pretty simple can assist in moving on to assessment without getting bogged down. Make it clear that the program will revisit the goals and objectives statements as faculty continue their discussions. Many programs find it most helpful to develop a more complete statement of goals and objectives after their discussion of assessment results because this dialogue grounded in the assessment experience almost always produces a more substantive discussion of what the faculty wants its students to know and to be able to do.

**Multiple Measures**

Recommended methods range from quantitative to qualitative and from assessing individual students to evaluating programs and campus environments. While Table 7-1 (above) includes a lot of specific examples of various types of assessments, it is not an attempt to provide an exhaustive list. Rather, the table seeks to help readers understand several types of instruments that fit under each of the categories.

Whether the program is hurriedly crafting an initial cycle of assessment to meet a self-study deadline or is developing a comprehensive, long-term assessment system, using multiple measures is essential. For example, accepting a national exam as your entire assessment system will provide you with a summative evaluation of student knowledge. However, the program needs additional types of assessment information to know how to interpret the results and what reforms to advance. By using multiple measures, you can get information on both educational processes and outcomes. One without the other is not nearly as useful. Politically, multiple instruments help the program respond to the methodological preferences of faculty. It is also helpful to assure faculty that no decisions will be made based on a single data point, thus reducing the opposition of faculty to assessment. When the results of several assess-
ments reinforce each other, it becomes simpler to convince people that the findings are valid and proposed actions are warranted.

**Scenario One: Quick Response**

Let me propose one possible combination of methods as a simple and effective scenario for an initial assessment cycle. Assume that most faculty in the program highly value teaching students how to conduct research. For an initial assessment effort, the program could get a group of faculty to collectively review a sample of student research papers. This could be supplemented by a syllabi study to reveal the role research assignments play in courses, a transcript study to show how many research courses students take and in what order, and a student “self-assessment” questionnaire covering various elements of the research and writing process as well as their evaluation of resulting papers.

**Direct and Indirect Measures**

The scenario above would meet accreditors’ expectations that the program look at both direct and indirect measures of student learning. Direct measures actually look at student work and in this example meet assessment standards by having faculty members beyond the classroom teacher evaluate them based on the program’s knowledge and skills objectives. Indirect measures are a second important strategy, as they have the potential to provide information on behavioral and affective traits that are believed to affect student performance. Pat Hutchings (1989) articulated years ago that just measuring outcomes is insufficient. Looking at faculty expectations and student learning behaviors that underlie student performance through indirect measures is also essential. Information from indirect assessments, like student surveys or transcript studies, also provides vital information conducive to identifying strategies for improvement. For example, in the above scenario, the syllabi and transcript reviews and the student survey responses would provide insight into what students were asked to do and how they evaluated their own research and writing habits and results. This knowledge will complement the direct measure and assist in reform efforts.

**Internal and External Measures**

Another enhancement in the choice of methods is to combine internal and external assessments as well as direct and indirect measures. Thus,
in the scenario above, external examiners from other universities could be incorporated into the reading process to provide an external perspective. Or, several members of the faculty could get together to organize a conference-like event on campus where external examiners are invited to review the student’s work. To add an external dimension to the indirect measures, the department could administer a survey for which there are external benchmarks.

Some might wonder why external measures would enhance an assessment system. At the top of the list is that external measures permit the program to make useful comparisons with other programs and to examine other approaches to achieve program objectives. An external examiner process is one means for doing this. Many faculty find the expectation for external assessment intrusive. It can be very stressful to have outsiders evaluate programs or student work. However, without an external perspective, there is a tendency for programs to fall into the Lake Wobegon syndrome where all students and all programs are judged to be above average. At Truman, President Charles McClain challenged faculty to view external measures as similar to the British model of education where students’ degree programs culminated with exams written and scored by external examiners (McClain and Krueger 1985; Young and Knight 1993). He saw this as placing the emphasis on long-term learning, the ability to integrate learning over time, and an overall understanding of the field. He also believed the system was more likely to place the faculty member in the role of the students’ coach rather than an adversary. Our experience has been that including external measures in a program’s assessment system causes faculty to examine what others believe to be important to a particular major or general education program. We don’t always agree, but at least faculty discussed the issue and arrived at a conscious decision of what to include or leave out of their program.

National surveys are another type of external measure that provides various opportunities for national benchmarks. For example, the surveys of student engagement provide very promising external measures that permit a broader analysis of student learning behaviors. These surveys give programs comparable information on everything from the student course reading habits to student feelings of belonging at the university. A more controversial but frequently used external measure is a nationally recognized exam. Nationally recognized exams in the field provide helpful feedback in terms of assessing whether students are meeting knowledge
goals for the program. The exams provide the program with overall and sub-field scores and provide information on how students compare with others in the country. The exams are written by national panels of scholars so it is also possible to evaluate how closely campus program objectives compare with the expectations of a national panel of scholars. Student results on this type of assessment are very easy to aggregate and report, but this is not sufficient. It is essential to get faculty to examine and discuss the results in order for the assessment process to contribute to improvement.

One ancillary activity that was very helpful to faculty at Truman was for faculty members to review the exam and to discuss how well it fit the local curriculum. As noted earlier, it is important to know the percent of questions students must get correct to score highly on the exam; otherwise, the exams will be seen as too difficult. Remember, it is not bad for a local curriculum to differ from the view of the national panel as long as the program has a good rationale for its design. After taking the time to examine how others see the discipline, faculty must decide whether they agree with the national emphases or not. This discussion can be a powerful catalyst for producing a more intentionally designed curriculum (see Young and Knight 1993; Magruder, McManis, and Young 1997). For students, these national exams also provide an alternative measure of individual achievement to supplement the feedback they receive through traditional grades.

Somewhat surprisingly, one program I worked with proposed using two external measures, a national exam and a national survey, and no internal measures. Faculty were not interested in investing time in the process, had university resources to pay for the assessments, and wished to put forward a plan that provided minimal compliance. In addition, several of the program’s faculty members had become quite critical of rubric-based scoring systems, believing them to lack validity. They thought that only measures that met sophisticated psychometric and methodological review could provide legitimate information beyond course grades. While this design had several positive attributes, it needed to incorporate strategies for “closing the loop.” Generally, this requires faculty conversations to review the evidence these instruments produce.

Internal measures are measures derived from assessment instruments that have been developed locally by the campus. They are important in part because they require faculty members in the program to invest time in developing and implementing them. They also permit more
opportunities for meaningful involvement of students in the design of assessment. Another advantage is that local measures provide programs the opportunity to design assessments tailored to unique elements of the local curriculum, goals, and objectives. Techniques like exit interviews and collective scoring of student papers require faculty to get together to discuss the nature of their program, courses, and assignments. At times, faculty are able to raise ideas for programmatic change as they sit around the table discussing observations of student work. Other times, changes are more individualistic in nature. For example, a faculty member who reads portfolios might adapt an assignment that the faculty member found to produce high levels of student thinking. One disadvantage of this type of assessment is that the results are often harder to communicate to those who were not part of the assessment process since there are no national norms to simplify interpretation of results.

Ideally, assessment plans will include elements that fit each of the four quadrants in Table 7-2, below. This ensures that the program gets multiple types of data. It also enhances the opportunity to respond to the dual purposes of assessment for improvement and accountability. (For more information about assessment strategies see Banta, Lund, Black, and Oblander 1996.)

<table>
<thead>
<tr>
<th>Table 7-2. Examples of Direct/Indirect and External/Internal Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>External Measures</strong></td>
</tr>
<tr>
<td><strong>Direct Measures of Student Learning</strong>  (requires looking at actual student work: exams, papers, presentations)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Indirect Measures of Student Learning</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Virtually all types of campuses can find a system with the recommended mix of assessments that will be compatible with the campus culture and public expectations. Depending on process and culture, each of the techniques has the potential to make important contributions to an effective assessment system. The effect that assessment has on improving the curriculum and student learning is more likely to be related to the role of leadership and culture than to the specific methods chosen. However, having external methods included somewhere in the system is likely to help its perceived legitimacy for those outside the university.

**Process**

For many programs, assessment demands are not taken very seriously until a deadline is imminent. It is quite typical for requests for assistance to come in this form: “Is it possible to assess students this semester and meet a reporting requirement six months from now?” While “assessment works best when it is ongoing, not episodic” (American Association for Higher Education 1992), it is conceivable that a program could do a decent—even good—first cycle of assessment in six months. Furthermore, if the effort is successful, there is a greater chance for faculty to support future assessment efforts. As a result, integrating consideration of assessment methods with a concern for process is essential. Issues of process cover everything from how assessments are developed, adopted, implemented, and reported to the need for involving faculty, students, and external constituencies. Many process issues are dramatically affected by organizational cultures of the individual campus. Thus, just as process is a consideration in the choice of methods, cultural attributes of the campus will affect assessment processes.

**Definition of Assessment as a Process**

Barbara Wright, a former director of the AAHE Assessment Forum, emphasizes the “process” of assessment. She defines assessment as “a process of 1) setting goals…; 2) gathering evidence…; 3) interpreting the evidence…; and then 4) actually using those discoveries to change the learning environment so that student performance will be improved” (Wright 2000, 2). The important element of this definition is that it recognizes that assessment methods employed are not the key feature of an assessment
system. You can generate the best evidence possible, but if there is no serious consideration of the evidence, the potential for evidence-based change to curricula, courses, and pedagogy is minimized. Peter Ewell, one of the leaders in higher education assessment, challenges campuses to create “data dialogues” not “data dumps” (Ewell 2005). To accomplish this, strategic consideration should be given to embedding collegial discussions into the process of assessing. Many campuses have “picture-perfect” models, but the process stops after the second stage in Wright’s definition—“gathering evidence.” Some methods, like interviews and portfolios, finesse this concern because if faculty conduct the interviews and score the portfolios, they will inevitably integrate the assessment with contemplation of changes in their courses. However, even in these methods where faculty members serve as assessors, assessment will have an even greater impact when there are standard processes for program-wide discussions of the implications of the evidence.

**Incorporation of Collegial Discussion**

What, then, are some successful means for integrating assessment methods with the generation of collegial evidence-based discussions? A department chair, dean, provost, or president can each be pivotal influences in generating more collegial discussion. For example, if the provost requires all budget requests for additional funding to include evidence-based rationale, the likelihood of evidence-based discussions goes up. If department chairs know the data and bring agenda items to department meetings based on it, there will be more evidence-based discussions. If there are annual processes for departments to report continuous improvement plans, the likelihood of evidence-based discussion goes up. If faculty are expected to demonstrate involvement in assessment for annual reviews, or at least are rewarded for it, the number of administration–faculty collegial discussions incorporating assessment will increase.

One question that I have been asked on a number of occasions is whether a department can be successful in completing the full cycle of the program assessment process if there is little in the campus culture to reinforce it. This is an excellent question. Of course, there is always a possibility that leadership at the program level plus a cohesive group of faculty can pull it off. However, it is extremely challenging for a department chair and faculty to maintain the enthusiasm to go beyond a
compliance approach to assessment if the university president or chief academic officer is not engaged and reinforcing the effort. In these instances, compliance in the form of collecting the data will be the most likely result (Cartwright and Young 2000).

**Keep It Simple and Focused**

Let’s go back to the question at the beginning of this section. Is it possible to conduct a program assessment in six months? In some ways, a tight deadline can be seen as a positive circumstance. Expediency is essential to the effort and thus avoids the pitfall of many assessment efforts that fail as a result of creating too many objectives and too many measures. The tight time frame may help keep the process simple and focused. Using Table 7-2, choose a mix of techniques that will generate evidence to illuminate issues of interest to program faculty. It is more important for the process to go completely through the cycle than for the assessment system to be a path-breaking, comprehensive model.

When putting the assessment plan together, think about a couple of targeted projects where the program can produce quick useful data to address a collectively perceived problem or question of importance. The scenario provided in the methods section above is one that provides direct and indirect evidence of student learning. It also holds the potential to incorporate an external measure either through the use of an external examiner or survey questions with national benchmarks, thereby giving the plan an external as well as an internal point of view. If well crafted, the evidence can be gathered with a minimal amount of time invested and should yield several actionable results based on the “triangulation” of multiple types of data (Young 1996). A single data point is not usually the basis for departmental change, but if several data points reinforce a conclusion, faculty will be more likely to accept the diagnosis and to support change. For example, at Truman, weak performance on national exams, weak retention of important discipline content from one course to the next, inadequate student self-reported study time, and lower-than-expected successful placements in graduate and professional programs caused the department faculty to propose substantial reforms. Thus, it is essential to remember that one of the most important and often overlooked elements in planning program assessment is to structure into the plan occasions for the analysis and discussion of several types of assessment data as they relate to specific department issues.
**Integrating Students and External Constituencies with Assessment Processes**

Students and external constituencies should be included in the planning and data interpretation processes of assessment whenever possible. This integration of additional constituencies yields many benefits, such as communicating to these constituencies that the department values their input. Students have the ability to provide helpful interpretations of survey data and can give faculty important insights into what is behind the data. Involving students in the planning and interpretation phases can also help symbolize the intended purposes of the curriculum as well as the purpose and importance of assessment. Student acceptance of assessment is best when it is embedded in courses in ways that make it relatively invisible to students. For example, a program that chooses to team-score student research papers as a direct measure in an assessment plan lessens what students must do for assessment. For non-embedded assessments, keeping the amount of time and effort to complete them to a minimum is also helpful.

External constituencies, such as employers and professionals in the region, may be effectively involved in the process. A number of campuses have found that professionals from the community are especially helpful as external examiners for the evaluation of complex simulations, research papers, and project presentations. In addition, these community professionals tend to increase their support of the college. It allows them to see that the institution is serious about student learning, and they become aware of the capabilities of its students.

**Reporting**

In general, reporting of assessment data should integrate the various types of assessment data as they relate to various program and university goals. Data that is merely catalogued and not connected to program goals stimulates less use (Banta and Moffett 1987). Reporting also needs to incorporate a report of the processes that were employed to get the data considered by faculty and other decision makers. By doing so, the program demonstrates its investment in “closing the loop.” Finally, programs need to report improvement strategies that are being advanced as a result of collegial discussions of the data. In the initial cycle of assessment, it is very common for the data to raise more questions than
they answer. In this case, it is useful to applaud what is found and to then identify several new projects for the next assessment cycle. Often, the conversations that are part of the assessment cycle contribute to increased enthusiasm of program faculty and give them a clearer sense of the program’s goals and objectives. If so, these outcomes should be touted. Other positives that can be highlighted are that the program increased what it knows about its students and that several faculty members are making adaptations to assignments, pedagogy, and/or advising. Curricular modification is a possibility, but a change at this level is much rarer than the types of smaller adjustments noted above. Even if each change seems small, the number of students affected and the cumulative impact can add up to significant change.

**Culture**

For centuries, the quality of higher education was assumed. However, criticisms and demands for increased accountability became very loud beginning in the mid-1980s. How campuses have responded to these pressures is a vital cultural influence on campus responses to demands for assessment. Many hoped the criticism and corollary demands for assessment would dissipate, but the recent reports from the commission on the future of higher education appointed by Secretary Spellings have actually increased the intensity of the calls for improvement and accountability (U.S. Department of Education). After describing the great historic successes of U.S. higher education, the commission’s final report proceeds to describe substantial problems in the system. It documents a number of negative findings regarding student learning and then asserts, “Compounding all of these difficulties is a lack of clear, reliable information about the cost and quality of postsecondary institutions, along with a remarkable absence of accountability mechanisms to ensure that colleges succeed in educating students.” (12) If the calls for increased quality and accountability were isolated, there would be less for the higher education community to worry about. However, that is not the case. The 2007 rankings by *U.S. News & World Report* is prefaced by another example of public concern. While the magazine accepts that their measures are not perfect, it notes high levels of favorable public feedback as support for ratings like theirs. The magazine also reminds its critics that the measures
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were constructed with the assistance of those in the higher education community. Of particular note is Editor Brian Kelly’s assertion that the higher education system continues to be “largely unaccountable.” Thus, the reputation and respect for higher education among higher education’s attentive public and the public at large continue to show troubling signs. Given these concerns and increasing economic and educational competition from other countries, it would be imprudent for us to expect the demands for assessment to disappear in the foreseeable future.

Leadership and Framing

If one accepts that accountability-based assessment mandates are not going away, higher education’s collective interest would best be served if campus leaders are able to find ways to integrate measures that meet accountability requirements with measures of interest to the campus for improving the learning process. Assessment resisters and some assessment advocates view assessment for accountability as irreconcilable with assessment for improvement. Truman’s experience and the experience of many other campuses suggest otherwise.

While assessment for accountability and improvement are usually seen as two opposing ends of the assessment continuum, each incorporates elements of the other. To be genuinely accountable, higher education must seek continuous improvement. The public would not easily accept a posture of “we’ve arrived and need no further improvement.” Similarly, improvement without any understanding of how the program compares with others is underwhelming. External benchmarks that show deficiencies in your program may be exactly what is needed to get faculty to commit to improvement. For Truman, seeing evidence that our program was performing below our expectations led us to change, and these changes have resulted in a demonstrably better program. Thus, the more we view the improvement and accountability objectives as conceptually related and intertwined, the less the assessment debate will fall into the accountability versus improvement trap. The burden for resolving this accountability/improvement paradox rests on leaders at all levels of higher education.

Assessment models cannot be successful in a vacuum. Leadership is essential. How assessment is discussed and used sets the tone for the enterprise. Department chairs will be most successful when the president, provost, and deans generate enthusiasm for improvement and use
data to validate the effort. If campus leaders characterize the effort as an illegitimate intrusion in the affairs of the campus, resistance to the mandates from accreditors and the state will be more likely. Alternatively, if campus leaders place emphasis on the centrality and quality of student learning and frame assessment as an essential scholarly activity, there is an increased chance for productive faculty efforts. A particularly successful strategy for leaders from department chairs and faculty entrepreneurs to provosts and presidents is one of patient persistence. Applaud honest efforts, support ongoing engagement in the assessment process, and encourage successive improvements to the assessment system. If campus leaders do this, they will enhance the likelihood of a productive response (Cartwright and Young 2000).

**Cultural Conditions that Enhance the Chances of Effective Assessment**

Over the years of working with multiple campuses, I have found a number of campus conditions to be characteristic of effective assessment systems:

1. Presidents, chief academic officers, and other campus leaders know the data and use it to raise questions and set agendas.
2. Assessment is integrated into strategic and long-range planning.
3. Leaders from the president down to program chairs emphasize the student learning goals that are being assessed; assessment is not the goal in and of itself.
4. Leaders do not use data punitively against members of the university community.
5. Decisions are made based on multiple measures.
6. Faculty are entrusted with the design and implementation of assessment.
7. Success stories are highlighted at campus forums and in campus communications.
8. Leaders introduce assessment in hiring interviews and faculty orientation; this helps communicate its importance to new hires while at the same time offering a more precise picture of the campus.
9. Students are introduced to the role assessment plays in improving the campus and to the opportunity it gives them to receive feedback beyond grades on their performance.

10. Students are members of assessment committees.

Where assessment works well, it symbolizes the shared vision of the university. This integration of assessment and cultural cues is one of the most beneficial results of assessment efforts. Faculty interests are enhanced when assessment elevates the visibility of student learning as a campus priority (Magruder, McManis, and Young 1997; Young and Knight 1993). As assessment evidence becomes an expected part of deliberation of campus issues, the campus culture and processes are enhanced. Faculty will be less fearful of misuse of the data when the process reports data for the whole department or subunits rather than by individual faculty member.

My experiences suggest that campuses should think in terms of three dimensions when developing program assessment. First, keep the assessment methods relatively simple and focus on topics of interest to faculty. Ideally, this system will include a mixture of direct, indirect, internal, and external measures. Second, assessment processes need to be developed that give faculty members ownership and occasions to be involved in evidence-based dialogue. Various techniques, such as requiring evidence as part of budget requests and planning processes, are helpful in taking assessment efforts beyond a disposition of compliance. Third, leadership needs to frame assessment in such a way that improvement and accountability are effectively blended. Enhancing the quality of higher education programs must be seen as the primary objective. Assessment systems that integrate collegial processes, enhance evidence-based discussions, and use willing faculty in assessment processes have the potential to enhance the quality of assignment prompts, the centrality of student learning, the purposefulness of the curriculum, and the cohesiveness of the department. Thus, assessment originally designed to achieve an adequate level of compliance may achieve far more.

Most universities still have an amazing amount of flexibility in the methods they can use to meet accreditation and state requirements. Seizing this opportunity to produce effective assessment systems makes it more likely that universities will influence future mandates and potentially receive fewer of them. Institutions and their subunits that make
the most of the assessment process can significantly buffer narrow and specific mandates by presenting required data in the context of additional findings. Choosing from the wide variety of assessment methods available, it is possible to implement assessment that aligns with the values and needs of the department and campus. If successful, higher education may find it much easier to “tell its story” better and to improve both student learning and the critical posture the public currently possesses of higher education.

**Note**

1. At the time, the university was named Northeast Missouri State University. The legislature passed legislation in 1985 giving the university a new mission as the state’s liberal arts and science university. In 1995, the state changed the name of the university to Truman State University.

**References**


Political science courses serve at least two functions in most universities. For most faculty members, the goal of a course is to provide majors with core understandings of the discipline and give non-majors a sense of how political scientists think and understand the world. However, especially in schools with small programs like the University of Maine at Farmington, administrators also view political science courses as serving the general education mission of the school. General education has, in fact, taken on new importance for accrediting agencies, regents, and boards of trustees. One way political scientists can make a statement about the value of their program is to provide evidence of how political science courses meet and promote general education goals. In this chapter, I describe the assessment program in its initial stages at Farmington, designed to measure how well political science course work meets the university’s stated general education goals, and to provide preliminary evidence on student performance in specifically defined general education skills: writing, public presentation, technology, and research. The Farmington experience so far suggests that an assessment program can provide information to improve teaching and learning, generate data showing the efficacy and importance of the political science program, and promote critical reflection on the content and purpose of political science course work.

What is General Education?

The political science program at Farmington is relatively small, meaning that in introductory classes often 90% of the students are non-majors
taking the course work as electives or for general education purposes. Even upper-level courses are generally half major and half non-major. According to Nichols and Nichols, “General education relates to the concept of communication of a common body of knowledge, skills and perspectives/values regarding civilization from one generation to another” (2001, 11). Traditionally, this meant defining a core (common courses for all students) or a distribution requirement (a menu of courses designed to provide breadth and allow student choice) in order to ensure student access to the most important aspects of the academic tradition. As a result, general education tended to be reduced to a set of requirements that students had to fulfill in order to graduate—annoyances on the road to a major. Beginning in the 1990s, a sea change in thinking about general education began to take place as accrediting agencies and scholars started to question the efficacy of reducing this important function to a set of requirements that may have more to do with turf battles than actual concern for student learning. The result was that since 1990 general education curriculum has been changing rapidly (Johnson, Radcliffe, and Gaff 2004, 9).

The New England Association of Schools and Colleges (NEASC), the accreditation organization for Farmington, demands that “the general education requirement is coherent and substantive. It embodies the institution’s definition of an educated person and prepares students for the world in which they will live. The requirement informs the design of all general education courses, and provides criteria for its evaluation, including the assessment of what students learn” (2005). NEASC goes on to require that at least 40 credit hours be spent in general education, and that “graduates successfully completing an undergraduate program demonstrate competence in written and oral communication in English; the ability for scientific and quantitative reasoning, for critical analysis and logical thinking; and the capability for continuing learning, including the skills of information literacy. They also demonstrate knowledge and understanding of scientific, historical, and social phenomena, and a knowledge and appreciation of the aesthetic and ethical dimensions of humankind” (2005). Moreover, institutions are expected to develop a culture of assessment and provide evidence on how well they are achieving these goals. General education can no longer be seen as just a set of diverse requirements, but rather as a cohesive program yielding measurable results. This creates an opportunity for political science, as our
discipline combines issues and perspectives in a manner easily congruent with most general education goals.

**General Education Reform and Assessment at Farmington: Trial and Error**

In 1998, Farmington made its first major change of the general education curriculum in decades. Since then, the program has been in constant flux, with revisions nearly every year. One change put in place in 1998 was to add four skills—writing, public presentation, research, and technology—as general education goals. Summer committees composed of faculty members from a variety of disciplines drafted the criteria courses had to follow in order to be designated a “skills course.” Unfortunately, this plan proved unworkable. Faculty members resented having to fulfill specific course criteria often out of step with the standards of their disciplines, while students were faced with a hodgepodge of letter codes to designate skill courses, making it virtually impossible for the Registrar’s office to verify student compliance with the requirements.

In 2002, the Faculty Senate eliminated the skills designations, but maintained skills courses as general education requirements. Rather than verify that students took a certain number of skills courses, programs were expected to monitor and assess skill development within their program. This charge was accompanied by an institutional effort to help programs assess general education skills; this help included a website with examples from five different programs, including political science. We realized that even for general education there needs to be a two-track approach. While the institution defines overall goals and outcomes, disciplines define how their assignments address these goals and learning outcomes. Although the university website was meant to provide models for other programs on campus and was presented as an example of innovative thought in general education at a variety of conferences, including the American Political Science Association’s Teaching and Learning Conference and the NEASC/NEEAN (New England Educational Assessment Network), most programs on campus did not undertake an effort to develop their own plans to monitor and assess general education skills, and progress stalled. Then, after a year of study and debate, the faculty at Farmington voted to switch the three-credit-hour per course system requirement to
four credit hours. Included in this plan was a commitment to enhance both general education and assessment.

The Interdisciplinary and General Education (IGE) Committee developed a set of general education goals that were presented to the campus community in the fall of 2005. After discussion, debate, and redrafting, the Faculty Senate adopted them in the spring of 2006. This list included the earlier skills, but embedded them in a broader set of institutional goals. Programs were asked to identify general education goals fulfilled in each course and put that information in their course descriptions. Assessment remained a priority, but shifted to the Academic Planning and Assessment Committee (APA), which built on the work done in the past to create a new and vastly improved assessment website to help faculty develop and communicate assessment plans (http://assessment.umf.maine.edu/). Thus, nearly ten years after a new general education curriculum was implemented by trial and error, Farmington has moved toward a formal set of goals and a coordinated effort to develop a culture of assessment.

Many issues remain unresolved. General education assessment is usually thought to be a university-wide process. General education is interdisciplinary and presumably bears fruit later in the student’s academic career as the various general education courses and activities accumulate and students learn to transfer knowledge from one course or setting to another. Yet, designing tools to assess that effort is a very difficult task, which we at Farmington have not figured out how to accomplish. An alternative is to examine general education outcomes within disciplinary courses, since presumably the impact of general education should show itself in all courses a student takes, and thus can be assessed. That is the model operating at Farmington, with the political science assessment program starting with an emphasis on writing, web design, public presentation, and research skills as reflecting general education development.

This process is continuing, and in 2007 a summer task force prepared recommendations to move to a coherent general education program that goes beyond the traditional distribution requirements now in use. This creates a double opportunity for the political science program. We can demonstrate our efficacy at general education through assessment, ensuring that any change in general education does not diminish the perceived importance of the political science program on campus. Moreover, this offers an incentive to thoroughly critique our own practices and course
structure to explore strengthening them by taking interdisciplinarity seriously and developing new approaches to traditional questions investigated within political science.

**Political Science and General Education Assessment**

Rather than approach assessment as a task designed to generate evidence for administrators to prove that students are learning, we decided to approach it as a research project to enhance effective teaching and learning. Farmington embraces the Scholarship of Teaching and Learning (SoTL) as being as significant as disciplinary scholarship for the purposes of promotion and tenure, demonstrating that the university values using faculty using their research skills and time to improve their teaching. The scholarship of assessment, as described by Thomas Angelo, “holds great promise for engaging faculty in activities to document and improve teaching effectiveness and student learning quality that are both institutionally and individually valuable” (Angelo 2002, 191).

How can this be applied to general education? In the myriad of influences facing students, how can one determine and measure what developed a student’s writing skills or increased a student’s respect for human diversity? Most assessment programs follow a similar strategy, articulated succinctly by Barbara Walvoord as a three step process: articulate goals for student learning, gather evidence on whether students are meeting these goals, and use the information to improve educational efforts (2004, 3). The goals already existed in the identification of the skills each program is required to assess, and in the specific general education goals passed by the Faculty Senate in 2006. The next step is to gather evidence. To that end, we undertook two initial assessment tasks: 1) to match our courses with specific general education goals in order to create a template of how our courses address university goals; and 2) to assess the four general education skills required by the Faculty Senate. We have collected data for each for the year 2006–07, yielding interesting results as well as providing lessons to consider while moving forward.

**Courses and University General Education Goals**

One easy way to assess how the program advances general education goals is to analyze syllabi from recently taught courses that service
general education and match them to the university goals. The general education goals were agreed upon in the spring of 2006, and the new four-credit curriculum was implemented in fall 2006. This meant that all courses could be refashioned with the general education goals in mind.

The goals approved by the Faculty Senate are listed below. Each goal has a full description, a list of which is too lengthy to include here. Instead, example descriptions will be given for three of the goals (1a, 1b, and 1e) to demonstrate the kind of thinking behind the goals.

1. Students will acquire the concepts, literacies, skills, and habits needed as a foundation for their lives as students and for life-long learning.
   
   a) Mathematical literacy. Students will be knowledgeable about math, not merely as a utilitarian technique, but as a way of thinking that underlies and expresses a range of ideas in a variety of academic disciplines (e.g., economics, biology, music). They will be fluent in basic mathematical operations, think critically about statistical information, and be able to use these skills to solve real problems, in both academic disciplines and in their day-to-day lives.

   b) Science as a way of knowing. Students will understand the scientific method in terms of its processes, its historical significance, its power to reveal knowledge, and its ethical challenges. Students will be able to apply the scientific process by observing natural phenomena and developing, testing, and evaluating hypotheses. Students will be able to think critically about scientific results and claims, both for their intrinsic value and in the context of political, social, and environmental issues.

   c) Critical thinking and decision making.

   d) Habits of inquiry, invention, and reflection.

   e) Reading, writing, and speaking. Students will know how to do a close reading and how to progressively improve their interpretations of difficult texts. Students will be able to use writing not only to communicate information but also as a powerful mode of gaining access to, interpreting, and reflecting on the knowledge that evolves in their personal, academic,
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and discipline-specific experiences. They will know how to recognize different written forms and be able to adapt their writing to accommodate such forms (as in the various forms of papers in different disciplines). Students will be able to listen and speak effectively in a discussion group and to present their work to audiences, using technological innovation where appropriate. In all of these forms of expression, students will be able to formulate and defend a thesis.

f) Information research skills.

g) Health and wellness.

2. Students will have the capacity for both breadth and depth in their thinking.

a) Knowledge of the intellectual and aesthetic heritage of human-kind.

b) Literacy in disciplines.

c) Interdisciplinary thinking beyond that provided by the major.

3. Students will be responsible local and global citizens.

a) Respect for human diversity.

b) Environmental stewardship.

c) Ability to collaborate.

In 2006–07, we taught eight different courses that can be used as part of the general education curriculum (currently courses that count for a social science distribution requirement). Each assignment was scrutinized to determine which goals were addressed and how. At this point, we did not including midterm and final examinations in our general education assessment program, based on a belief that those are most likely to test disciplinary knowledge. Information about the assignments was documented in a general education folder that demonstrates how our assignments address the goals; the process is ongoing, updated every semester. Starting in the fall of 2007, we began to collect evidence of student work to illustrate how the assignments address various general education goals from a political science perspective.

Table 8-1 summarizes the general education goals addressed by the courses taught in 2006–07, listing the number of assignments that in some way addressed each goal. After that is an example of the way
assignments are documented in the political science general education folder: each assignment is listed, followed by an explanation of how that assignment addresses various general education goals. The data shows room for improvement. Although our coursework includes considerable material meant to foster respect for human diversity, promote environmental stewardship, enhance knowledge about the intellectual and aesthetic heritage of human kind, explore science as a way of knowing, and develop interdisciplinary thinking, Table 8-1 shows that these goals are not made the subject of many assignments. Existing assignments are weighted heavily on skills, critical thinking, research, reflection, and styles of inquiry. Although it is tempting to point to course material (reading and lectures) as addressing the other goals, not having assignments where students actively engage the subject is less effective as a learning tool, and more difficult to assess.

Figures 8-1 and 8-2 give examples of how assignments can be assessed in terms of their fit to general education goals. While this documentation is a good start in assessing what the courses offer and require, assessing learning outcomes for general education goals is more difficult. Assessment tools for outcomes within the major (portfolios, matrices, etc.) could help, and this information would give the APA and IGE committees data to help build a university-wide general education outcomes assessment program.
Figure 8-1. Example of Assignment Documentation

**COURSE:** POS 277: Islamic Politics  
**Assignments 2 & 3 (research papers)**  
**Major/Non-Major Count:** 15 majors, 13 non-majors  
**General Education Goals Met:** 1c, 1d, 1e, 1f, 2a, 2b, 2c, and 3a  

**Assignment:** Research Papers (30% each, 60% total)  
Students will write two research papers (6–8 pages) on a Muslim country or community of their choice. These papers are intended to give students an opportunity to focus their research on a topic of interest under the two different sections of the course (e.g., paper one on democratization and the Egyptian Muslim Brotherhood and paper two on the impact of State feminism on the status of Egyptian women). Students are strongly urged to write both papers on the same Muslim state or community (e.g., Muslims in France). Papers will be presented orally in class in order for fellow students to gain greater breadth and depth from the research of others. Topic proposals and initial bibliographies (1 page) are due October 4 and November 8. Papers are due in class on the day of the paper presentations: October 25 and December 13. With the exception of a documented health or family emergency, the grade on late papers will automatically be lowered by 1/3 of a grade per 24-hour period past the due date.

Figure 8-2. Explanation of Fit to General Education Goals

**1c:** This supports critical thinking and decision making as students must choose two topics concerning a Muslim community (decision making) and address complex issues (critical thinking). Students are required to submit topic proposals and bibliographies, designed to improve their decision-making skills in terms of completing assignments.

**1d:** The design of the assignment gives the instructor the ability to guide how students approach the research, working on developing solid habits of inquiry and helping students reflect on their methods and findings.

**1e:** Writing skills are developed by putting together two papers, with bibliographies and proposals due ahead of time. Speaking skills are developed by an oral presentation of the papers, with a rubric provided and time spent in presentation preparation.

**1f:** Information research skills are developed by researching these two topics and developing a research paper. A rubric is provided, as well as aid in the research process.

**2a:** Knowledge of Islam and the role of Islamic culture in various societies is an important part of the intellectual and aesthetic heritage of humankind.

**2b:** Students will be given political science concepts and research tools to use in order to investigate these issues, which are at the forefront of the discipline given current issues involving Islam and both world and domestic politics.

**2c:** The questions to be researched create obvious opportunities to link with other disciplines, including religion, sociology, philosophy, etc.

**3a:** Knowledge of Muslim communities in various countries and involving particular issues concerning their activity promotes learning about human diversity, with the assignment designed to foster respect.
Political science faculty members have also taken a leading role in interdisciplinary efforts, as interdisciplinarity is a core component of the general education goals and general vision for the future. This includes team teaching courses and working with other disciplines such as education, women’s studies, business/economics, and history to develop innovative teaching methods. In political science courses, we also try to integrate the natural sciences (global warming, environmental and energy issues, and the relationship between science and politics), the humanities (consideration of novels as political, the importance of religion in politics, and investigations of politics and the arts), and of course other social science disciplines such as economics and geography. Although it was feared that embracing the interdisciplinary nature of the general education goals would detract from our ability to adequately teach political science, the opposite has happened. By injecting ideas from other disciplines and approaches, we are able to think about the issues of political science in new and creative ways both in the classroom and in scholarly research. The impact of taking general education seriously can go beyond simply serving the institution and in fact help enhance disciplinary work.

**Skill Assessment**

Assessing skill development in writing, public presentation, research, and technology is a daunting task. Subjectively, we know that student presentations in their senior year are better than in their first year, but how do you measure that or determine causality? We decided to ignore the question of causality for now. Following the example of grounded theory, assessment can be seen as building a theory of learning by first gathering data and then searching for connections and interesting insights. This is, in essence, a continuing research project, with a goal of increasing sophistication and quality as data is gathered and methods are improved each year (for a description of grounded theory see Glaser and Strauss, 1967). The starting point is a tool designed to assess each of these skills across courses and in different contexts with a goal of improving feedback to students and generating assessment data.

For each assignment to be assessed, students are given a sheet listing and explaining the criteria to be used for judging their work—a rubric. Each rubric states the expectations for superlative work in each component of the rubric. This differs from rubrics that delineate different outcomes for different grades (“A,” “B,” “C,” etc.) or levels of quality.
Such efforts usually involve modifying the ideal downward, or giving the best and worst descriptions of student performance as bookends. The language of the gradations is problematic and inherently vague. There is a level of subjectivity in making judgments in most assignments that needs to be acknowledged. For the purposes of cross-course comparisons between upper-level and introductory course work on the same scale, it made more sense to set a standard for ideal work and allow faculty members to determine how close they believe a student is to that standard.

Faculty members measure student performance by assigning assessment control points (the ACP score) to each component of the rubric on a 0–10 scale, with ten indicating full achievement of the ideal. Components include: 1) Public Presentation: organization, style, content, communication aids, personal appearance, and responsiveness; 2) Short Papers: thesis, structure, use of evidence, analysis, logic and argumentation, and mechanics; 3) Research Paper: thesis, structure, use of evidence, analysis, logic and argumentation, mechanics, quality of research sources, quantity of relative research; and 4) Web Design: content, originality, organization and navigation, presentation, enhancements, integration, and documentation. Although there isn’t enough space to give the specific description of each rubric component, descriptions of each component can be found at: http://academic.umf.maine.edu/~erb/rubrics.htm. This is the same rubric given to students, and the web page will be updated as rubrics change. The total ACP score for the assignment is the sum of the rubric components.

ACP scores are generally not used in determining grades but rather as an assessment tool, comparing ACP scores over courses and assignments (an ACP of 7 on a writing assignment in a 100-level course may be an A; it could be a B or C in a 300-level course). Also, different instructors may weigh the components of the rubric differently in determining a grade, and some assignments may emphasize certain aspects of a given rubric. The ACP is a subjective measure to compare student performance across time and in different courses. In that sense it is much like how doctors ask patients to give their level of pain a number; the number may be subjective, but presumably the patient is relatively consistent in how that number is applied, meaning that it is valid to track relative changes in a patient’s pain level. Starting in the fall of 2007 students kept their feedback sheets in portfolios documenting their progress and development.
IMPLEMENTING THE ASSESSMENT PROGRAM

The first task was to develop common rubrics, which required considerable web research, as rubrics and assessment plans from various institutions are readily available online. We also consulted other resources to help us understand how to develop skills like writing and public speaking. We investigated numerous online and published rubric guides pertaining to writing, speaking, and research skills (for examples, Singer 2006; Atkinson 2004; and White, Lutz, and Kamusikiri 1996). At this point, we have data from eighteen assignments covering five courses (two of them with multiple sections for eight total classes). All the data comes from courses I taught; we do not yet have a cross section of data from different instructors. One reason for this was confusion on how to implement the program and how it would work in practice. After much discussion, we agreed that I would do the data collection of ACP scores to undertake a pilot study of how the assessment method would operate.

There was universal agreement by the students to have their data included in the project, so the results are based on full student participation. Table 8-2 presents a comparison of each skill by year (first year, sophomore, junior, etc.), clearly demonstrating higher scores by experienced students in three of the four skills. The exception was web-page assignments, where first-year students actually had the highest ACP score. However, web-page design was only used in POS 136, World Politics, an introductory course with a majority of first-year students. The N for this sample is only 45 (as opposed to 237 short papers, 85 research papers, and 137 public presentations). More data and web-design assignments for upper-level courses will be needed to see if this trend holds; since web design is not commonly required, it may be as new a task for a senior as for a first-year student. On the other hand, this could indicate a trend for increased computer proficiency among incoming students.

<table>
<thead>
<tr>
<th>Table 8-2. Comparison of Average ACP Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research Paper</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>First Year</td>
</tr>
<tr>
<td>Second Year</td>
</tr>
<tr>
<td>Third Year</td>
</tr>
<tr>
<td>Fourth Year</td>
</tr>
</tbody>
</table>
Table 8-3 compares the average ACP score for each skill in each course (combining short-paper assignments into one average for courses with multiple short papers) to the average grade, with grades given on a 0–4 scale (4.0 = A, 3.7 = A-, 3.3 = B+, 3 = B, etc.). The numerical value of grades reflects the GPA scale at Farmington. This was chosen to accommodate different grading scales (i.e., not everyone grades an assignment from 0 to 100). The data suggests that while quality of work was lower in introductory courses, it was easier to get a good grade. There does not seem to be a difference between 200- and 300-level courses in terms of the relationship between ACP and grades. This is an example of how the data will generate faculty discussions: should introductory-level courses be graded more leniently than upper-division course work? It will also be interesting to see if other instructors have the same kind of result.

<table>
<thead>
<tr>
<th>Course</th>
<th>FYS 100</th>
<th>POS 136</th>
<th>POS 225</th>
<th>POS 231</th>
<th>POS 332</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research</td>
<td>44.6 – 2.7</td>
<td>N/A</td>
<td>57.8 – 3.1</td>
<td>54.2 – 3.0</td>
<td>59.6 – 3.4</td>
</tr>
<tr>
<td>Presentation</td>
<td>46.2 – 3.3</td>
<td>49.2 – 3.4</td>
<td>56.8 – 3.4</td>
<td>52.8 – 3.3</td>
<td>55.1 – 3.4</td>
</tr>
<tr>
<td>Short Paper</td>
<td>N/A</td>
<td>40.4 – 3.2</td>
<td>43.7 – 3.0</td>
<td>44.2 – 3.2</td>
<td>47.8 – 3.4</td>
</tr>
<tr>
<td>Web Design</td>
<td>N/A</td>
<td>48.6 – 3.1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

One interesting question to ask is whether there is discernable improvement within the semester if types of assignments are repeated in the same course. Table 8-4 presents data from three different classes (two sections of POS 136, and one section of POS 231, European Foreign Policy), comparing scores on short-paper assignments. Each of these courses required three short papers. While there is significant improvement in the ACP scores from assignment one to assignment two, there is a slight drop off in assignment three. This is true for each section taught. This could be an indication that students learn how to improve after their first assignment, but then get so busy that they do not spend as much time on the final assignment. It also is not clear if the improvement from assignment one to assignment two reflects real skill improvement or just knowledge of how the papers will be assessed. It will be interesting to track individual student scores to see if this trend continues. Of course, people who did very well in early assignments may
shift priorities to other classes if they think they have leeway, which is rational, if not optimal.

Table 8-4. Semester Progress: Short Paper

<table>
<thead>
<tr>
<th></th>
<th>Paper One</th>
<th>Paper Two</th>
<th>Paper Three</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS 231</td>
<td>42.3</td>
<td>47.4</td>
<td>43.0</td>
</tr>
<tr>
<td>POS 136 (Fall ‘06)</td>
<td>37.6</td>
<td>41.8</td>
<td>40.0</td>
</tr>
<tr>
<td>POS 136 (Spr ‘07)</td>
<td>38.7</td>
<td>42.1</td>
<td>41.9</td>
</tr>
</tbody>
</table>

Table 8-5 gives an example of the ACP scores broken down by rubric category, in this case for short papers. This indicates in which aspects of an assignment students performed relatively well or relatively poorly. For short papers, the lowest scores were for forming a clear thesis and for writing mechanics; this was true for every course. There were similar results for all skills; students generally do better in some components of the rubrics than others. While the initial data from one year is not enough to prove a need for changing assignments and teaching methods, it does suggest that spending some time working with students on developing their theses and supporting good writing mechanics is probably a good idea. It also illustrates a goal of the assessment program: to work to improve student performance in areas of weakness. It will be interesting moving forward to see if there is agreement about where students are strongest and weakest when ACP scores are assigned by different faculty members.

Table 8-5. ACP Score by Rubric Components

<table>
<thead>
<tr>
<th>Short Paper</th>
<th>POS 136</th>
<th>POS 225</th>
<th>POS 231</th>
<th>POS 332</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis</td>
<td>6.4</td>
<td>7.0</td>
<td>6.9</td>
<td>7.6</td>
</tr>
<tr>
<td>Structure</td>
<td>6.9</td>
<td>7.4</td>
<td>7.4</td>
<td>8.1</td>
</tr>
<tr>
<td>Evidence</td>
<td>7.0</td>
<td>7.6</td>
<td>7.5</td>
<td>8.1</td>
</tr>
<tr>
<td>Analysis</td>
<td>7.0</td>
<td>7.5</td>
<td>7.7</td>
<td>8.0</td>
</tr>
<tr>
<td>Logic</td>
<td>7.0</td>
<td>7.3</td>
<td>7.7</td>
<td>8.4</td>
</tr>
<tr>
<td>Mechanics</td>
<td>6.2</td>
<td>7.0</td>
<td>7.0</td>
<td>7.5</td>
</tr>
<tr>
<td>TOTALS*</td>
<td>40.4</td>
<td>43.7</td>
<td>44.2</td>
<td>47.8</td>
</tr>
</tbody>
</table>

* Numbers may not add up, due to rounding
With Access software, it’s possible to run a number of queries comparing various classes, assignments, and outcomes. This provides the ability to explore potential correlations or theories about student performance, and track individual students throughout their time at Farmington. When multiple instructors are using the tool, differences in instructor perceptions can also be measured, potentially leading to interesting and useful faculty conversations on how to improve both student learning and inter-rater reliability. The tables above involve only a taste of the kind of comparisons that can be made. It is too early to reach conclusions about the meaning of the data, but these results provide a sense of the kind of information that can be generated in the future. Perhaps the most valuable part of the exercise was to communicate to students specific expectations using an agreed-upon common rubric, and then be able to talk with them in clear terms about where they need improvement.\(^4\) It is important to follow what Alexander Astin calls “the feedback principle,” which is that the goal of assessment is to facilitate the learning process (Astin 1993, 180).

**Lessons and Next Steps**

After two years and some initial data, what lessons can be drawn from the Farmington experience? First, patience is a virtue. Ten years of development have led to many apparent dead ends. Yet each seeming failure, such as the skill designations or the pilot program assessment website, have improved efforts down the line. Defining goals, reaching agreements, and developing assessment tools take time. Second is the importance of institutional support. Faculty members were empowered rather than commanded, and resources were made available to assist in our efforts. The commitment of the university to take assessment and the Scholarship of Teaching and Learning into account in tenure and promotion decisions is important. Faculty members did not believe they were doing just another task that was heaped on their plates, but rather felt that their efforts were important and would be rewarded. Finally, assessment has to be seen as an ongoing process, a continually developing research project connected to the question of how to enhance student performance and learning. It is valuable to reflect on both the data and the tools used to continually critique the assessment process.
At Farmington, we believe that both the general education goals course review and the skill assessment are worthwhile and should be continued/expanded. For the former, we plan to actively gather student work to be used as examples of student performance that reflects progress in working toward general education goals. We also plan to develop assignments to address those general education goals already present in course content but not yet a part of any course assignment.

For skill assessment, the ACP score provides a promising attempt to generate a qualitative measure of student performance in a manner that can both yield quantitative data and provide an avenue of feedback to students to improve student work. In a number of courses, students are voluntarily and anonymously maintaining a time chart of their work. This was implemented on a trial basis in 2006–07, but too few students participated to make the data valuable. Starting in fall 2007, we began bi-weekly collections of the time sheets with students self-assigned an ID that allows us to track anonymously individual time on task. The goal is not only to determine how much time students are working on the courses, but what assignments and tasks take the most time.

Clearly, there are numerous difficulties to overcome if these assessment techniques are going to be continued and provide quality information. The process of assigning ACP scores was arduous to implement. However, thanks to Access software, it has become easy to use and is an excellent means for giving specific feedback to students with the goal of improving learning outcomes. As other faculty members use this tool, the question of inter-rater reliability becomes important, both for the interpretation of data between instructors and for confidence building in the measure itself (e.g., Maki 2004, 126–32). This will be a major task in the semesters ahead.

For many institutions, the path taken by Farmington may not be appealing for a variety of reasons. Some colleges and universities have not yet articulated clear general education goals. In such a case, one logical course of action would be to turn to the mission statement of the college or university. That was the starting point for the committee that drafted Farmington’s goals, and most mission statements have within them an inherent sense of the general outcomes wanted for students. Another possibility would be to read what the accreditation association of the school says about general education, or investigate general education literature to develop a set of departmental general education goals. That could, in fact, spur on efforts to develop institutional goals.
Large universities might find it difficult to use either of the above as tools since many courses serving general education are taught by different instructors using different approaches, and the number of students in the classes may make this kind of feedback/rubric model too cumbersome. Also, if teaching assistants do a majority of the grading, it might be difficult to develop the kind of agreement and inter-rater reliability to which a small program can aspire. Nonetheless, large universities or programs certainly have the number of students and courses to do interesting data collection through samples and statistical analyses. For our assessment, we chose to assess all students doing particular assignments, and can track individual student development. A larger program may not want to pursue such a comprehensive approach. However, sampling a random number of students in a portion of classes at a large school would also generate quality data. Also, a larger school could hire graduate students to act as coders to generate data. While the intensive focus here is feasible at small schools, the fact that assignments can be turned into data creates a variety of opportunities for larger schools to tweak this sort of approach and make it fit their particular situation.

Some programs may not have the need to demonstrate their importance in general education if their major has prestige and success within the discipline. Similarly, colleges or universities servicing a large number of majors and relatively few non-majors may not view their general education component as important. Some may believe that simply showing a political science perspective is enough to claim to be providing a valuable contribution to general education. The trend in general education, however, is toward a coherent program rather than a dabbling of disciplines, and our experience at Farmington suggests that disciplinary insights benefit from taking general education concerns and interdisciplinarity into account. It inspires the creative thinking outside of traditional disciplinary boundaries that yields benefits in research, as well as teaching and learning.

Since general education is a campus-wide activity, the general education portion of assessment requires active engagement with relevant administrative offices—in the case of Farmington, that includes the Director of General Education and the university committees on both assessment and general education. This connects our efforts to broader institutional assessment and allows us to have a say in determining how we go about assessing our students and program. After all, political sci-
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ence is in large part about the study of power, and we know that in the world of university politics it cannot hurt to work on issues to which many faculty members are resistant. Moreover, assessment is here to stay, whether we like it or not. Given the way it can improve feedback to students, generate data on how well students are doing, inspire faculty communication about teaching and learning, and provide information to enhance courses and assignments, assessment is becoming much easier to appreciate. Beyond that, it provides a means for demonstrating the role of political science not just as a discipline, but as an important part of a school’s general education program.

Notes

1. These courses were POS 101, American Government; POS 121, Comparative Politics; POS 136, World Politics; POS 177, Political Theory; POS 210, The Presidency and Congress; POS 225, The European Union; POS 231, European Foreign Policy; POS 255, American Political Thought; POS 277, Islamic Politics; and POS 332, International Law and Organization.

2. For an example of a high-quality rubric with numerous “levels,” see Paul Halsall’s General Evaluation Rubric for College Papers at www.fordham.edu/halsall/med/rubric.html.

3. This includes three sections of a first-year seminar, FYS 100, Syriana; two sections of POS 125, World Politics; and one section each of POS 225, The European Union; POS 231, European Foreign Policy; and POS 332, International Law and Organization. The assignments were research papers and presentations for FYS 100; three short papers, a web-page design assignment, and a public presentation for POS 136; one short paper, one research paper, and a presentation for POS 225; three short papers, a research paper, and presentation for POS 231; and one short paper, a research paper, and a presentation for POS 332. The total was 45 web-design ACPs, 237 short papers, 85 research papers, and 137 presentations.

4. This aspect of the assessment tool was not fully realized in 2006–07. This is because in order to generate initial data to jump-start this project, ACP scores were generated in a majority of assignments in the courses using them. This is considerable work, and not as much time was spent talking with students about individual components as desired. For this reason, we have decided that, optimally, faculty members will use this tool once or twice a semester in a course, trying to cover all four skills over a semester or year.
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Examples of Classroom Assessment
The last decade has witnessed a proliferation of innovative teaching strategies. Active and collaborative learning, teaching with technologies, and other instructional methods have been designed to meet the demands for significant changes in the goals and practices of higher education. These novel teaching techniques exposed limitations of standardized tests, and urged the development of new methods of student assessment (Allen and Tanner 2006, 197; Marzano, Pickering, and McTighe 1993, 9).

Various kinds of research projects, presentations, and group assignments are now widely used for collecting evidence on students’ progress in achieving higher-order learning objectives and practical skills. Other means of assessment, such as discussions and debates, have been employed to serve the summative and formative purposes of student evaluation. One challenge of applying the original assessment techniques is a degree of subjectivity and unreliability inherent in these methods of assessment. Student performance on complex educational tasks does not have the correct answer keys that typically accompany multiple choice questions (Perlman et al. 1994). To make their judgments about student performance more rigorous and sound, instructors may develop evaluation criteria or scoring guidelines that frequently appear in evaluation forms, evaluation scales, or rubrics.

Which scoring instruments are the most effective and reliable tools for evaluating student performance? The goal of this chapter is to review and examine the effectiveness and accuracy of three scoring tools—evaluation forms, evaluation scales, and evaluation rubrics,
which have been employed across university curricula for evaluating a variety of student skills. The effectiveness of a scoring instrument is conceptualized as its ability to improve student performance on a task, whereas accuracy refers to the reliability of evaluation received from its application. I conducted two classroom quasi-experiments in which students applied evaluation forms, scales, or rubrics for evaluating the quality of their own and their peers’ work, and compared the reliability and accuracy of students’ self- and peer-assessment across experimental conditions. I relied on the experimental findings to review the conditions that make scoring instruments a valuable method of assessment and learning.

**INSTRUMENTS FOR SCORING**

The transformation of standards for student performance on complex educational tasks into tools for assessment and learning usually occurs through the development of various scoring instruments, such as evaluation forms, scales, or rubrics. A scoring instrument contains a set of criteria or a list of the qualities of an excellent piece of work. Its purpose is to guide students’ efforts toward successful completion of an educational task as well as to provide clear benchmarks for fair and sound evaluation of student performance.

The evaluation form is the least formal tool for evaluation. It looks like a scoring sheet with a checklist of criteria accompanied by checkboxes for placing “yes” or “no” marks according to whether each criterion has been met (see Figure 9-1). Performance criteria can be formulated as broad, open-ended questions, and evaluations can be done using verbal ratings, such as “excellent,” “satisfactory,” or “poor”—indicating the extent to which a criterion has been met. These verbal ratings may have a numerical equivalent for converting evaluations into grades.

Another method of student assessment requires quantification of the dimensions of student performance with a rating scale. This is usually done using different types of evaluation scales. An evaluation scale also contains a checklist of criteria that is typically accompanied by a description of points to be observed in order to evaluate student performance on a given criterion (Omelicheva 2007). Evaluation is done using
Figure 9-1. Sample Evaluation Form for Assessing a Written Assignment

<table>
<thead>
<tr>
<th>Evaluate an essay using the questions provided below. For each question, place a checkmark in the “yes” or “no” column to indicate your assessment.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>YES</strong></td>
</tr>
<tr>
<td>Did the student choose a topical issue of international relations?</td>
</tr>
<tr>
<td>Did the student choose several sources of news?</td>
</tr>
<tr>
<td>Did the student examine presentation of news by the news sources?</td>
</tr>
<tr>
<td>Did the student provide comprehensive description of the news?</td>
</tr>
<tr>
<td>Did the student examine the news using theoretical approaches discussed in the class?</td>
</tr>
<tr>
<td>Did the student prepare a well-written essay?</td>
</tr>
</tbody>
</table>

Numerical weights from 1 to 5, with 1 indicating poor performance and the highest rating of 5 indicating an excellent demonstration of a skill. Figure 9-2 displays an example of a scale used for evaluating students’ essays in which they were required to analyze the content and presentation of current international news by the mainstream press.

Neither evaluation forms, nor evaluation scales characterize what “poor,” “satisfactory,” or “excellent” levels of achievement on each of the criteria of quality mean, thus providing students with little guidance on how to improve their performance from one level to another. The latter goal is usually accomplished through the development and application of scoring rubrics. According to its original meaning, a rubric (*rubrica terra* in Latin) denoted an authoritative rule, or a set of instructions inscribed in red, which were used to guide proper performance on a task (Johnson 1996; Marzano, Pickering, and McTighe 1993, 29). Modern rubrics retain the spirit of this original Latin meaning. They are designed to direct students’ preparation and performance on an educational task by listing the criteria for a piece of work, or “what counts,” and explaining the gradations of quality for each criterion (Andrade 2000; Burch 1997, 55; Goodrich 1997).
Figure 9-2. Scale for Evaluating an Analysis of International News

Evaluate the essays, including your own, on a scale of 1 to 4, with 1 = poor and 4 = excellent, using criteria provided below.

<table>
<thead>
<tr>
<th>Evaluation Criteria</th>
<th>Essay I</th>
<th>Essay II</th>
<th>Your essay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Choice of the News Topic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An essay receives the maximum point if it is concerned with a topic relevant to international relations. The topic is timely and clearly stated at the beginning of the essay.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Factual Side of News</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An essay gets the maximum point if it describes the news comprehensively, without excessive amount of detail.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Analysis of News</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An essay is evaluated with the maximum point if it demonstrates clear understanding of the theoretical perspectives and/or the levels of analysis and their application for the analysis of international news.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Analysis of the Presentation of News</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An essay gets the maximum point if it evaluates the soundness of information presented in the selected sources and discusses whether the presentation of news is objective/subjective and complete.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Writing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An essay gets the maximum point if it flows and is organized logically. The arguments must be clear and convincing.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total:

Evaluation rubrics appear in different formats. Typically, a rubric is a type of grid or matrix, in which the criteria or skills evaluated on an educational task, such as a paper or an oral presentation, are listed in the rows. The levels or gradations of performance are used as headings of the columns, and their descriptions appear in the cells of the grid (Allen and Tanner 2006, 197). Criteria and their gradations are the indicators and descriptors, which spell out for both instructors and students the requirements for different levels of success on the educational tasks. Figure 9-3 contains a fragment of the rubric for evaluating a short analytical essay, in which students had to apply a comparative method for studying democracy using examples of two democratic states.

Many instructors employing rubrics in their assessment and teaching practices have noticed a marked improvement in student learning. By defining dimensions on which student performance is rated and describing attributes of excellent work, rubrics provide students with a clear performance target. With this “vision of success,” students can become
<table>
<thead>
<tr>
<th>Criteria</th>
<th>Levels of Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 = poor</td>
</tr>
<tr>
<td>I. Choice of states</td>
<td>One of the selected states is not democratic.</td>
</tr>
<tr>
<td>None of the selected states is democratic.</td>
<td>Both selected states are democracies, but the explanation of what makes states democratic is lacking.</td>
</tr>
<tr>
<td>II. Definition of democracy</td>
<td>The definition of democracy closely resembles the one from the textbook. The vital features of democracy (popular sovereignty, rights and liberties, etc.) are omitted.</td>
</tr>
<tr>
<td>The definition of democracy is lacking or copied from the textbook.</td>
<td>Several major components of democracy are identified and substantiated with evidence from the selected states. However, some evidence is lacking or inappropriate in light of the provided definition of democracy.</td>
</tr>
<tr>
<td>III. Application of the concept of democracy</td>
<td>No evidence from the selected states is used to demonstrate their democratic features, or the evidence is not related to the concept it is used to illustrate.</td>
</tr>
</tbody>
</table>

**Figure 9-3. A Rubric Fragment**

**RUBRIC FOR EVALUATING A COMPARATIVE ANALYSIS OF TWO DEMOCRACIES**
better monitors and judges of the quality of their own and their peers’ work (Andrade and Du 2005; Perlman et al. 1994; Stiggins 2001, 11; Tierney and Simon 2004). Researchers have found that by simply distributing and explaining rubrics they were able to improve students’ scores on the written assignments (Andrade 1999). When evaluation rubrics were used in the context of self- and peer-assessment exercises, the students were better able to detect and solve problems in their own and their classmates’ work (Goodrich 1997). My expectation, then, is that, compared to evaluation forms and scales, evaluation rubrics will be the most effective instrument for the assessment of student performance.

The accuracy or reliability of evaluation received from the application of the scoring instrument is yet another quality that has contributed to the popularity of evaluation rubrics. The studies of rubric-referenced grading revealed high inter-evaluator reliability (Howe 1997). The analyses of rubric-referenced peer evaluations of oral presentations showed that students’ ratings correlated highly with the instructors’ marks (Hafner and Hafner 2003). It can be expected that, compared to evaluation forms and scales, evaluation rubrics will be the most reliable instrument for the assessment of student performance.

**Research Design and Findings**

**Overview**

To test the hypotheses about the relative effectiveness and accuracy of three scoring instruments—evaluation forms, scales, and rubrics—I carried out two quasi-experiments. Both experiments were integrated into the classroom curriculum of four undergraduate introductory-level political science courses. A total of 74 students participated in the first quasi-experiment, and 60 students took part in the second study. The data were collected during the Fall 2006 semester at Purdue University.

In the first quasi-experiment (Study I), the students were given a take-home assignment asking them to write a one-page essay. The guidelines accompanying the assignment specified that the students had to demonstrate their knowledge of relevant concepts studied in the class, as well as the skills of analysis and evaluation of the examined material. These essays were later self- and peer-evaluated during a regular class meeting. In the second quasi-experiment (Study II), the students
delivered short oral presentations, which were also peer-evaluated. As in Study I, the students were provided with explicit guidelines laying out the goals and requirements of in-class presentations.

Three types of scoring instruments were used as the stimuli for the quasi-experiments. In Study I, a group of students evaluated their own and peers’ papers using evaluation rubrics, another group applied evaluation scales, while students from the third group relied on evaluation forms. In Study II, one half of the participants received scoring rubrics for the assessment of classmates’ presentations, while the rest of the students were provided with evaluation scales.

Within each study, all types of scoring instruments contained similar criteria aligned with the goals of the assignment and courses taught. In both studies, two criteria (e.g., “choice of states” and “definition of democracy”) were used to assess the extent of students’ understanding and comprehension of the material studied. The other criteria, such as “application of the concept of democracy” and “organization and clarity of arguments,” measured the higher-order cognitive skills of analysis and logical reasoning (see the example provided in Figure 9-3). A four-point rating scale (1 = poor, 2 = satisfactory, 3 = good, and 4 = excellent) was used. The difference among the three scoring instruments was in the amount of detail provided to students about what constituted each level of performance on each of the items included in evaluation forms, scales, and rubrics. Evaluation forms listed broad and undefined criteria for self- and peer-evaluation. Evaluation scales described dimensions of student performance but contained no explanations of the gradations of quality (see Figure 9-2 for an example). Evaluation rubrics provided the most extensive definition of the criteria and articulated qualities characterizing poor, satisfactory, good, and excellent levels of performance on the educational task. On the day of the study, the students were asked to evaluate the performance of their peers and their own work (a written assignment or oral presentation) on a scale of 1 to 4, with 1 = poor and 4 = excellent, using the provided criteria.

**Measurements of the Effectiveness and Accuracy of Scoring Instruments**

The *effectiveness* of a scoring instrument refers to its ability to improve student performance on a task. The participants of this study were tasked with the assessment of their own and their peers’ performance. The re-
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Results of the assessment were recorded on an evaluation sheet containing an evaluation form, a scale, or a rubric. Since the verbal assessments of student performance (i.e., “excellent,” “poor,” etc.) were accompanied by numerical equivalents (i.e., scores of 1, 2, 3, and 4), the final product of the students’ evaluations was a series of numeric ratings that could be used for converting evaluations into grades. The students, however, were not asked to assign grades, and their performance on the self- and peer-assessment task was not evaluated.

Ideally, students should be able to make critical judgments about the quality of evaluated work and produce assessments devoid of bias and error. In practice, however, the students’ self- and peer-evaluations are often subject to a high degree of bias and error resulting from the desire of self-enhancement, insufficient knowledge, the dearth of experience with critical evaluation of other people’s work, and the lack of motivation to think critically (Kaufman, Felder, and Fuller 1999; Mabe and West 1982; Omelicheva 2005).

To measure the magnitude of bias and error in students’ peer-evaluations, I calculated the deviations of students’ numeric ratings from instructors’ scores and averaged the deviations:

$$\text{Average deviation} = \frac{1}{n} \sum_{i=1}^{n} | \text{instructor's evaluation} - \text{peer evaluation} |$$

For the ease of interpretation of the final results, I converted the students’ and instructors’ scores into percentages, a practice that is commonly used for the assignment of grades. To measure the effectiveness of scoring instruments in facilitating students’ self-assessment, I calculated the deviations of students’ self-ratings from instructors’ ratings of their work. Greater deviations of students’ self- and peer-assessments from the instructors’ evaluations of the same work indicate less effective scoring instruments.

Another characteristic of a scoring instrument is accuracy, conceptualized as the reliability of an assessment received from its application. The reliability of an assessment is commonly measured by a correlation coefficient (Pearson’s r) denoting the degree of agreement between the scores assigned by two independent scorers. I calculated the correlation coefficients between students’ self- and peer-evaluations and instructors’ evaluations of the same works to measure the accuracy of scoring instruments. The range of the correlation coefficient is from -1 to 1. In this study, high positive correlations of students’ and instructors’ scores...
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indicate greater reliability and accuracy of a scoring instrument, whereas low and negative correlation coefficients indicate inaccurate scoring.

Results

Independent-samples’ (students’) t-tests demonstrated that the rubric-referenced peer evaluations of essays deviated from instructors’ evaluations less than the ratings of those students who applied evaluation forms and scales (M = 7.99 for evaluations with rubrics; M = 10.4 for evaluations with forms and scales): t_{72} = -2.01; p = 0.024. On average, the scores of those students who applied evaluation rubrics were within an 8% range of the instructors’ scores, compared to a 10.4% range for students working with evaluation forms and scales. This difference remained when the deviations of scores of those students who used forms and scales were separated into two different groups and compared, independently, with the average deviations of the rubric-referenced scores. However, the differences became less statistically significant: t_{53} = -1.58; p = 0.059 in an independent-samples’ t-test of rubric-referenced evaluations against form-referenced scores, and t_{55} = -1.61; p = 0.057 in a test comparing rubric-referenced and scale-referenced ratings.

Next, I disaggregated the scores and tested whether the deviations of students’ self- and peer-ratings from those of instructors on each of the dimensions of scoring instruments differed across the experimental conditions. In other words, I examined whether rubrics assisted students in providing a better evaluation of their peers’ understanding, comprehension, analysis, and other skills than evaluation scales and forms. Table 9-1 reports the mean deviations of students’ scores from instructors’ ratings on the dimensions included in the scoring instruments.

There was little variation in student performance on those items that assessed basic understanding and comprehension skills. On average, the evaluations of students’ comprehension were within a 13% range of instructors’ evaluations on the same items in all experimental conditions. Those students who applied evaluation forms and scales performed somewhat better in evaluating understanding compared to the rubric-referenced evaluations of the same items (M = 11.8 for evaluations with rubrics; M = 7.6 for evaluations with forms and scales) but this difference was barely statistically significant at the 0.1 level. With regard to the assessment of higher-order cognitive skills and logical reasoning, students performed significantly better using rubrics than they did using
forms and scales. On average, the rubric-referenced scores for analytical skills were within an 11% range of the instructors’ scores on the same items, compared to a 20% range of difference between the students’ and instructors’ ratings in the forms and scales condition. This difference was highly statistically significant at the 0.001 level. Students fared better evaluating their peers’ ability to think logically using rubrics than with evaluation forms and scales (M = 13.16 for evaluations with rubrics; M = 18.52 for evaluations with forms and scales). This finding was also statistically significant at the 0.001 level. The same pattern of results was found when the rubric-referenced scores on individual items were compared to the ratings produced using forms and scales separately.

<table>
<thead>
<tr>
<th>Table 9-1. Itemized Differences in Student Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dimensions of the Scoring Instruments</strong></td>
</tr>
<tr>
<td><strong>Experimental Condition</strong></td>
</tr>
<tr>
<td><strong>N</strong></td>
</tr>
<tr>
<td><strong>Understanding</strong> (items assessing students’ ability to select appropriate examples, sources, or topics)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Comprehension</strong> (items assessing students’ ability to define concepts)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Analysis</strong> (items assessing students’ ability to apply and examine concepts and theories)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Organization and Presentation of Arguments</strong> (items assessing students’ ability to think and present their arguments logically and comprehensively)</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Consistent with expectations, students’ self-ratings deviated less from instructors’ ratings of their work in a group that applied scoring rubrics (M = 6.21) than in those groups that used scales and forms (M = 9.39), and this result was statistically significant at the 0.05 level (t_{72} =
When broken down to individual items, the results were similar to the pattern of peer ratings. There was no difference between students’ self-ratings and instructors’ ratings of their work on the items assessing understanding and comprehension across all experimental conditions (M = 8.55 for evaluations of understanding with rubrics, and M = 7.64 for evaluations of understanding with forms and scales; M = 9.87 for evaluations of comprehension with rubrics, and M = 11.1 for evaluation of comprehension with forms and scales). However, students performed better assessing their analytical and reasoning skills using rubrics than they did with forms and scales. On average, the students’ self-ratings of the analytical skill were within a 9.2% range of instructors’ ratings, compared to a 18.1% range in the forms/scales condition. The rubric-referenced self-evaluations of students’ ability to think logically were within a 11.2% range of instructors’ scores, compared to a 17.4% range in the forms/scales condition. Both results were statistically significant at the 0.1 level.

When compared separately, the scores of the students using evaluation forms were within 10% of the instructors’ scores, whereas the ratings of those students who relied on the rubrics fell within a 6.21% range (t53 = -1.94; p = 0.029). There was less of a difference in the deviations of rubric- and scale-referenced self-ratings. The self-evaluations of students from a group with evaluation scales were within a 8.84% range of the instructors’ evaluations, compared to a 6.21% range of the rubric-referenced score (t53 = -1.40; p = 0.08). There was no statistically significant or substantial difference between the self- and peer-ratings produced with evaluation scales and those assigned using evaluation forms.

The effectiveness of scoring rubrics was further supported in Study II. The mean of the deviations of rubric-referenced peer evaluations was 9.15%, whereas the mean of the deviations of the scale-based scores was 12.86% (t53 = -3.21; p = 0.001). In a group of students with evaluation rubrics, the ratings of peers’ oral presentations deviated from the instructors’ scores less than the ratings from the group that used evaluation scales.

With regard to the reliability of scoring, evaluation rubrics, again, surpassed evaluation scales and forms. The application of the scoring rubrics resulted in a mean 0.44 correlation of the students’ and instructors’ scores for the essays compared to only a 0.04 correlation of scores from the group that used evaluation scales (t55 = 2.17; p = 0.017).

The correlation of the students’ self- and peer-ratings and instructors’ scores in a group with scoring rubrics was also higher than
in the group with evaluation forms (M = 0.44 with rubrics; M = 0.29 with forms). This difference, however, was not statistically significant (t_{53} = 0.80; p = 0.23). There was no statistically significant difference in the reliability of students’ and instructors’ evaluations received from the groups applying scales and forms.

**WHAT MAKES AN EFFECTIVE AND ACCURATE SCORING INSTRUMENT: DISCUSSION OF FINDINGS**

The evidence collected from the undergraduate political science courses indicates that the rubric-referenced students’ evaluations contain less bias and error and are more reliable than those ratings dispensed through the application of evaluation forms and scales. Compared to forms and scales, evaluation rubrics appear to be the most effective and accurate scoring instrument. They provide better guidance to students by not merely outlining the standards of performance, but also clarifying what a teacher’s expectations for a high-quality piece of work are, and how those requirements can be met (Andrade and Du 2005). Not many students are familiar with the practice of self- and peer-assessment, particularly on the high-order cognitive skills dimensions of analysis and logical reasoning. A clear sense of the expectations and “direction” is particularly vital when the students are novices with respect to an educational task.

Improving students’ performance was a hard test for the rubrics to pass provided that there was no student involvement in the development of scoring rubrics. No discussion of the rubrics’ dimensions and gradations of quality preceded the peer-assessment task. The scoring instruments were handed out in class, prior to the peer-assessment exercises. Still, the differences in the measures of effectiveness and accuracy of rubrics compared to evaluation forms and scales were statistically significant in the majority of tests. Particularly notable is the finding suggesting that rubrics were able to improve student performance on the high-level cognitive tasks of analysis and logical reasoning. Students fared much better assessing those skills with evaluation rubrics than they did when they had to rely on evaluation forms and scales.

Substantively, however, the differences in scores across experimental conditions were moderate, at best. Armed with the rubrics, students continued to underrate or overrate their own and their peers’ work. The application of scoring rubrics decreased the deviations of students’
scores from those of instructors by 3% to 5%, compared to forms and scales. The only exception that surfaced in the itemized analysis was the assessment of analytical skills. The rubric-referenced assessments of higher-order cognitive skills were 9% closer to the instructors’ assessments compared to assessments conferred using evaluation scales and forms.

More intensive instructional intervention is necessary to make rubrics and other scoring instruments work. The engagement of students in defining the scoring criteria can improve their understanding of the standards for excellent performance. By contributing to the development of scoring instruments, students cultivate a sense of ownership and responsibility for their work, and become more active participants of the learning process (Johnson 1996, 157). Classroom discussion of scoring rubrics can be used to illuminate what each of the rubric’s criteria means. Practicing rubrics’ application in instructor-monitored peer review sessions can also be used to shed light on the kinds of performance that would match the gradations of quality on the rubrics’ dimensions (Goodrich 1997; Stevens and Levi 2005).

For the purpose of this study, I tried to design concise scoring rubrics that could be read by the students in full during the time allotted for the experiments. Therefore, the rubrics contained no specific examples of “poor” or “excellent” work. I also avoided further clarification of some of the descriptive terms, such as in “clear understanding,” or “timely topic.” However, if a scoring instrument is to teach as well as evaluate, all vague expressions must be elucidated for students. It may be problematic to pin down some commonly used adjectives or such general qualities as “poor,” “satisfactory,” or “excellent.” A possible solution to the vagueness of language is to discuss with students all ambiguous terms. The most illustrative examples that the instructor and students will arrive at during the class talk can be incorporated into the evaluation rubric (Goodrich 1997; Johnson 1996, 157; Walvoord and Anderson 1998, 82).

I used the words “poor,” “good,” “satisfactory,” and “excellent” to denote levels of performance on educational tasks. Some educators deprecate such value-laden terminology. Instead, they advocate adopting more positive, active descriptions of student performance, such as “beginning,” “developing,” “accomplished,” and “exemplary.” The strong language of “poor” or “unsatisfactory” performance may weaken students’ ability to assess their performance objectively. The learners may
try to avoid evaluating their own and others’ work at the lowest levels of the scale. The use of the following labels can mitigate the problem of the negative language (Moskal 2000a; Huba and Freed 2000):

- Scale 1: Sophisticated, competent, partly competent, not yet competent
- Scale 2: Exemplary, accomplished, developing, beginning
- Scale 3: Distinguished, proficient, intermediate, novice
- Scale 4: Advanced, intermediate high, intermediate, novice

This format of the assessment scale and the accompanying descriptions of the levels of performance will provide students with more constructive feedback. The learners will be more strongly motivated to progress from the lower part of the scale described in non-negative terms (Tierney and Simon 2004).

**Final Remarks on Scoring Instruments and their Application in the Classroom, Program, and Departmental Assessment**

This chapter has provided an overview and empirical assessment of the effectiveness and accuracy of the three commonly used scoring instruments—evaluation forms, evaluation scales, and evaluation rubrics. The outcomes of the quasi-experiments suggest that, compared to evaluation forms and scales, evaluation rubrics were the most effective and reliable instruments of assessment of student performance. These results are consistent with earlier analyses of assessment practices at the college and university level where evaluation rubrics have been rightfully considered one of the most successful innovations in the methodologies of student evaluation (Goodrich 1997; Luft 1997; Popham 1997). Rubrics contain qualitative descriptions of criteria for student performance and articulated gradations of quality for each criterion. These characteristics of scoring rubrics assist students in identifying strengths and weaknesses in their own and their peers’ work (Andrade and Du 2005).

These features of the rubrics also calibrate expectations of instructors and teaching assistants, or several faculty members teaching the same course, thus making their grading more consistent and less time-consuming (Burch 1997, 55; Stevens and Levi 2005, 17; Walvoord
and Anderson 1998, 72-73). An instructor can provide individual comments on a student’s work by simply circling or underlining the descriptions of what the student should have done to achieve an “excellent” or “good” level of academic performance. This offers students “qualitative” or narrative feedback related to their learning. Instead of receiving a holistic evaluation in the form of a “B” or “C” grade, the students get a multi-dimensional matrix that weighs different aspects of their work and demystifies the calculation of their grades. The numerical ratings assigned to the levels of performance also yield quantitative results. In this way, rubrics allow for both the summative and formative and the qualitative and quantitative analyses of student performance (Allan and Tanner 2006, 203).

These qualities of the rubrics make them an important link between the classroom, program, and department levels of assessment. There is an easy way of integrating rubrics into the department’s assessment program. Departments typically identify the educational goals of their academic programs, and they define learning objectives that they expect their students to achieve. Developing basic research skills, for example, can be listed as one of the goals of the department’s undergraduate program, and students’ ability to develop and test research hypotheses can be noted as a matching learning objective. A research paper can be used as a performance indicator measuring whether or not students developed their research skills. To assess the varying levels and dimensions of students’ performance on research projects, instructors then design evaluation rubrics, whose scoring criteria correspond to the department’s and program’s goals. When the program’s goals get translated into the items of classroom rubrics, the means of scores on different rubrics’ dimensions can be used to assess whether or not the departmental objectives have been met. The extracted data on various dimensions and levels of student performance can be used for identifying what instructional or curricular changes need to be made in order to close the loop between the program’s goals, teaching, and student performance (Kasimatis 2004). The systematic application of scoring rubrics can reveal the patterns of recurring problems and continuous improvement in students’ work. It can also assist instructors and their departments in developing more effective instructional methods (Marzano, Pickering, and McTighe 1993, 29).

Rubrics, like many other educational strategies, can be very effective in the hands of an experienced and judicious instructor. They
can also be futile and potentially harmful if used improperly. A scoring instrument will have little instructional value if it is replete with inconsistencies and vague descriptions of performance criteria across its scale levels. The performance criteria are the rubrics’ most critical components that require thorough consideration. They should be clearly defined and discussed with the students. The clarity and brevity of rubrics is often achieved at the cost of surrendering the complexity and detail in accounting for how student performance is actually judged. Not only does this exclusion affect the quality of evaluation, it may also have a chilling effect on versatile student learning by restraining the development of some qualities, such as creativity or interest, which may appear to be secondary to an educational task (Broad 2003, 2; Burch 1997, 55). The greatest challenge in designing a rubric is to devise an instrument that does not stifle affective, creative, and other sides of learning, and is flexible enough to accommodate students’ differing styles and strategies of working on educational tasks.

It may be a daunting and time-consuming task to design an effective evaluation rubric. One shortcut to creating the effective scoring instrument is to adapt model rubrics developed by others. A wide range of resources for a variety of projects, skills, and educational levels is available to instructors who aspire to use evaluation rubrics in their classroom. Dannelle Stevens and Antonia Levi in their *Introduction to Rubrics: An Assessment Tool to Save Grading Time, Convey Effective Feedback, and Promote Student Learning* (2005) provide a comprehensive overview of the literature on rubrics and assessment, and advice on the construction of scoring tools. An appendix to the book as well as accompanying website contains ready-to-use sample rubrics and templates for the college classroom. Moskal (2000b) has developed a web page with links to a variety of college assessment resources, including evaluation rubrics. Chicago Public Schools Rubric Bank (2007) contains hundreds of model rubrics supplemented with useful tips on choosing and using rubrics, as well as references to other assessment-related sources.
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Notes

1. The author would like to thank Heather Brown, Natasha Duncan, John Schultz, and Margarett Zetts for their assistance in carrying out the experiments used in this study.

2. It is very common in the literature on peer-assessment to compare students’ self- and peer-evaluations with the marks instructors would give for the same work (Mabe and West 1982). I graded some students’ assignments. Other works and presentations were evaluated by instructors. The instructors were asked to apply the same assessment criteria that were provided to students. The graders were informed that the goal of the study was to examine different scoring instruments. However, they were provided with no further details. To ensure that the evaluations are unbiased, I asked the instructors to grade a sample of assignments evaluated by me, and I performed an assessment of a sample of works evaluated by the instructors. The correlations of scores were within a 0.65–0.8 range.
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Learning communities (LCs) provide an environment for promoting student learning that is particularly useful for political scientists, as demonstrated by the growing body of literature examining the use of learning communities in political science (Huerta 2004; Sanders 2000; Thies 2005). Learning communities are most commonly used with core curriculum/general education courses, although they also are used in upper-division courses and graduate school. Learning communities are well established in a wide variety of institutions including community colleges, research universities, regional institutions, and liberal arts colleges (Taylor et al. 2003).

LCs are defined as “[a]ny one of a variety of curricular structures that link together several existing courses—or actually restructure the curricular material entirely—so that students have opportunities for deeper understanding and integration of the material they are learning, and more interaction with one another and their teachers as fellow participants in the learning enterprise” (Gabelnick et al. 1990). Research and assessment of LCs has demonstrated that they are effective in promoting student learning, achievement, promoting intellectual development, and helping students feel more connected to their institutions (Smith et al. 2004; Taylor et al. 2003).

While LCs can take on a variety of formats, there is a general consensus on the essential qualities of LCs. LCs enroll a common cohort of students in two or more courses that are intentionally linked. Typically, the LC is organized around an interdisciplinary theme (Smith et al. 2004).
There is a well-developed literature on learning community classroom assessment (Laufgraben 2005; Smith et al. 2004; Taylor et al. 2003). Hence, this chapter will not introduce new techniques for classroom assessment; rather, it will introduce and familiarize political scientists with the well-developed learning community classroom assessment (LCCA) literature.

The chapter will begin with a brief overview of the reasons to distinguish between LCCA and typical classroom assessment, LCs, and the LC learning model. Also, the chapter will introduce established strategies for LCCA and provide examples. The chapter will conclude with suggestions on how to convert the assessment into publishable scholarship of teaching and learning (SOTL) research. The chapter will not address LC program assessment as such but rather present examples and suggestions of classroom assessment of LCs.

**Why Classroom Assessment of Learning Communities?**

LCs are by design collaborative; hence, it is important to assess the collaborative goals—whether they are learning or pedagogy (process) goals. An additional reason to assess LCs is to examine if they provide a benefit over traditional teaching models. Assessing why LCs have an impact on student learning is another reason to assess. Finally, assessing POLS classes in LCs can provide a foundation for transforming the assessment into publishable, peer-reviewed SOTL research.

**Understanding Learning Communities**

Political scientists may be unaware of the well-developed literature about learning communities. An essential resource for understanding, designing, and assessing LCs is *Learning Communities: Reforming Undergraduate Education* by Barbara Leigh Smith, Jean MacGregor, Roberta S. Matthews, and Faith Gabelnick (2004), which is frequently referred to. A list of additional LC resources is listed in Appendix 10-1.

Because there is variation among LCs, the focus is not on the structure of the LCs; rather, it is on what happens in an LC. Typically,
LCs have the following intentions:

- Aim to foster a sense of community among students and teachers
- Attempt to create curricular coherence and connections
- Teach skills in a meaningful context
- Encourage academic and social connections for students
- Offer a more intensified learning environment
- Provide learning communities for teachers (Smith et al. 2004)

Leading LC scholars have recommended that LCs contain the following, interrelated, core practices:

- Community
- Diversity
- Integration
- Active Learning
- Reflection and Assessment (Smith et al. 2004)

There is a wide range of goals for LCs; nonetheless, there is a general agreement on student goals, including:

- Academic maturity
- Increased intellectual development
- Demonstration of learning outcomes
- Achievement (grades, GPA)
- Increased interaction with other students, faculty, and student affairs professionals
- Higher levels of satisfaction (Smith et al. 2004)

This is not an exhaustive list, nor is it limiting. LC teams can create their own goals.

Another factor to consider when preparing to perform LCCA is the learning model. The model should be familiar to political scientists because it is essentially the input–output model political scientists use when studying the policy process (inputs, government, outputs). For LC, it is inputs, environment, and outcomes. Just as the policy formation
model includes feedback, so does the learning community model. Smith et al (2004) refer to the LC learning model as a “Learning Community Assessment Framework.” The inputs include LC program goals, student characteristics, teaching team composition, and program resources. The environment includes curricular, co-curricular, and pedagogical elements. Then there are the outcomes—for students, teaching teams, curriculum, and institution. Like the policy model, the LC model includes feedback. The model is useful for assessment because it provides a causal order that one can use when creating an assessment design.

**Learning Community Classroom Assessment Model**

Smith, MacGregor, Mathews, and Gabelnick provide an indispensable framework for assessing LCs (2004). Their “Assessment Cycle” framework includes the following steps:

1. Goal formation
2. Design and planning
3. Implementation
4. Data collection, analysis, and synthesis
5. Interpretation, reflection, and judgments
6. Using results for decisions and revisions

These steps represent a cycle, so Step 6 cycles back into goal formation (Step 1). Step 6 can also lead directly to Step 2 (design and planning) and Step 3 (implementation). This framework provides a useful guide for planning LCCA that is based on experience.

**Step 1**

The critical first step for LCCA is to establish the goals of the LC. The goals may be goals developed by the particular learning community team, or they may be goals for the LC program that all LCs are expected to meet. It can be a daunting task to assess all the goals, thus it may be a good idea to focus on certain goals one year, and then assess different goals the following year. These goals can be considered the outcomes of the LC.
**Step 2**

In this step, the LC team develops means to assess the LC goals. The most straightforward method to assess the LC goals is to design an integrative assignment for the LC that requires students to demonstrate their mastery of the LC goal. For example, if the goal of the LC is for the students to recognize that political science is connected to other academic disciplines, then the assignment needs to be designed so students demonstrate the connections. The assignments are designed collaboratively by the LC teaching team.

Perhaps an assignment is not an appropriate method. The LC team could consider designing a simple student survey. A pre-test/post-test could also be used to measure gains. One thing to do is an inventory of available data. If new data needs to be collected, then the LC team can consider how it will be collected and what kind of data is needed to assess the goals. Finally, it is important to establish the criteria for successfully achieving the LC goal.

There are sources for identifying appropriate, and innovative, classroom assessment techniques (Angelo and Cross 1993). Angelo and Cross’s book is highly regarded and contains numerous techniques for classroom assessment that can also be used in LCs. Furthermore, these techniques do not require any special training to administer.

**Step 3**

Once the design and planning decisions have been made, it is then time to implement the assessment during the semester. A master LC calendar can be useful for noting the dates when the various assessments will be administered.

**Step 4**

After the techniques for assessing the goals have been selected and implemented, it is time to collect the data. Following the collection of the data is the analysis and subsequent synthesis.

**Step 5**

This step is the interpretation, reflection, and judgment phase. What do the findings mean? Recall that criteria for success are established in Step 2. Does a 70% satisfaction rate signify a setback if the expectation was 80%? What does it mean if 95% of the students display the ability
to learn collaboratively, instead of the expected 80%? Perhaps there are some other factors to take into consideration. Also, what does this mean for the expectations that were set? The teaching strategies selected? The goal formation? These are all issues for reflection and judgment for the LC team.

**Step 6**

In this step, the results are used for revision and decision-making. Suppose 98% of the students on a written assignment display mastery of connecting the course material in the learning community. Based on these results, the LC team may decide to assess a different goal. Alternatively, if they found a low percentage, then that could lead to a redesign of a part of the course.

**Assessing the Learning Community Classroom**

The collaborative nature of LCs is what distinguishes LC classroom assessment from regular classroom assessment. Useful tools for goal formation in learning communities are available (Malnarich and Lardner 2003; Smith et al. 2004). It is advisable to use one of the heuristics. The Malnarich and Lardner heuristic has been developed over several years, and is based on their work helping institutions develop learning communities. These heuristics are appealing because they are practical guides that encourage learning community teams to develop learning community goals—not simply goals for individual classes. The advantages of these heuristics are that they develop LC goals and build the assessment into the development of the LC itself.

A key early step is for the LC team to set aside time for curriculum planning, and to meet to develop the important learning goals for the LC. Teams are encouraged not to think only in terms of “their” class, but rather to focus on LC goals. Participants are asked to list their goals on sticky notes, and then the team gets together and compares these notes. From this comparison, and ensuing discussion, the LC develops common goals for itself. Individual professors can have their own goals for their classes. Nonetheless, a successful LC needs to have overarching goals that bind the LC.

The LC team then works at developing the assignments that can assess if their goals are being met. For example, if there is a process
goal of having students learn collaboratively, then the LC team needs to develop an assignment or assignments to assess whether collaborative learning is occurring. Also, the LC team needs to agree on how it will be assessed—through a regular assignment, through an informal class activity, or perhaps through both.

Consistent with the LC Assessment Framework, the LC team needs to agree on the assessment methods, and then also work together to implement the assessment. Likewise, they need to agree on how to collect, analyze, and interpret the findings. Finally, it is advisable that they also meet to reflect and use the findings for improving the LC.

It is not necessary to assess all the LC goals at the same time. In fact, it is advised that, when beginning classroom assessment, troublesome goals should be avoided, and instead goals that the team believes it is reaching should be assessed (Angelo and Cross 1993; Malnarich and Lardner 2003; Smith et al. 2004).

Since there are likely to be multiple goals, one criterion for determining which goals to focus on is to determine what kind of assessment is needed—an assessment of process, outcomes, or both? The LC Assessment Framework focuses on goals, or outcomes. However, the LC team might be more interested in assessing a process goal. An assessment of process examines whether or not the teaching strategies in an LC are occurring. Are the students engaged in active or collaborative learning? Is there engagement with material from other disciplines? The process assessment then examines whether the teaching techniques adopted by the community are actually occurring.

Suppose a goal of a learning community is to use collaborative learning techniques. This is an example of assessment of process. There are several means to assess whether or not collaborative learning is occurring in an LC. First, determine the criteria for success. Perhaps the LC is successful if 80% of the students report they experienced collaborative learning. This could be measured by asking some survey questions. If a control group of non-LC students is desired, the survey could also be taken in a class that is not part of an LC. Alternatively, it could be measured by having students write reflective essays about their learning experiences. The professor could then read the essays and note in what percentage of essays students reported evidence of collaborative learning.

What about outcome assessment? A goal of the LC could be that students are able to understand how they can have an impact in improv-
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ing their communities. This could be measured with survey questions, with a pre-set threshold as the marker of success. For example, 80% of the students in the LC will report that they understand how they can have an impact in improving their communities. Perhaps a survey could be administered the first day of class, and then again at the end of the semester to measure changes in attitudes.

Assignments could also be used to measure the “improving their community” goal. Students could be given a written assignment, and part of the assignment (or the entire assignment) could be about demonstrating how they can improve their communities. A success criterion will need to be established—perhaps 80% of the students will earn a “B” or better on the assignment.

Another outcome to assess is achievement. Students in the LC may be expected to earn higher grades, or to do better on a post-test. Additionally, retention could be considered an outcome. In this case, a comparison to students in a non-LC class is advisable.

Assessment Examples

In this section, specific examples of LCCA from Texas A&M University–Corpus Christi (A&M–Corpus Christi) are provided. The First-Year Learning Communities Program (FYLCP) at A&M–Corpus Christi was established in fall 1994—the semester when the university admitted its initial cohort of first-year students. Prior to fall 1994, the university was an upper division and graduate program university. The LCs are the linked class model, and are comprised of large lecture courses with 150 (up to 275) students divided into First-Year Seminars of 25 students (six seminars for 150 students with more seminars if the lecture class is bigger). The seminars are discussion sections that integrate the material in the LC. Most of the seminars are also linked to First-Year Composition (English Composition). LCs with one large lecture class are known as Triads. Some LCs have two large lecture courses (Tetrads), and beginning in fall 2007, math courses will be linked to the Biology and Chemistry LC (Pentad). All full-time, first-year students register in a learning community in each regular semester of their first year. Two of the learning communities have political science courses—U.S. Government and Politics and State and Local Government.
A common feature of the LCs at A&M–Corpus Christi is that they use portfolios for composition and seminar, which can be used by the LC team for assessment purposes. The political science professors typically are not involved with the actual grading of the portfolios. Rather, what they do is help set the LC goals and then integrate them into the grading rubric of the portfolio. The portfolios are graded by the composition instructors and seminar leaders.

At A&M–Corpus Christi, a typical goal in many LCs is for students to develop multiple perspectives. Often, there are questions the LC is centered on that help the students develop multiple perspectives. In political science, a common question guiding the LC asks students, “How do diverse experiences shape our interpretations and perspectives?” The LC team has chosen to assess the goal of “develop multiple perspectives” with a section of the portfolio the students submit to their composition instructors and seminar leaders. A portion of their portfolio grade is based on how well the students develop multiple perspectives. Successfully achieving this goal is defined as 80% of the students earning a grade of “B” or better on the perspectives section of their portfolio. Hence, if the perspective section is worth 10 points of the portfolio, then the goal is successfully met if the students, on average, earn at least 8 points. If an assignment is developed with the aim of assessing LC goals, one does not need to create additional assessment instruments.

In another semester, the goal was that the students would experience significant learning (Fink 2003). To assess this, a rubric was developed to grade an assignment, with a portion of the assignment used to assess significant learning. The rubric defined significant learning and provided a scale for grading it. An example of the assignment and rubric is included in Appendix 10-2.

The criterion for success was that 80% of the students would earn a grade of 85% or better on the portion of the assignment measuring significant learning. The assignment was worth 100 total points with 40 of those points counting toward significant learning. Thus, the student needed to earn 34 points on the significant learning section to demonstrate mastery. The assessment revealed that over 80% of the students met the criteria, indicating that the criteria for success was met. The reflection on that assessment was that the goal was successfully achieved. No changes were planned on the basis of the assessment, and the assessment rubric will be used again.
Another example of assessment is to compare the learning outcomes or achievement from LC to non-LC classes. In this example, the LC goal was that the political science LC students would perform better on political science exams compared to political science classes not in an LC. Additionally, the LC student-satisfaction responses would be more positive than those from the non-LC classes. This assessment confirmed that students earned higher exam grades and were more satisfied with an introductory American Government class that was part of an LC in comparison to one that was not part of an LC (Huerta 2004). This assessment confirmed the value and benefit of LCs, and settled questions about whether LCs were worth the effort and resources. This type of assessment can make a strong argument for the expansion, or adoption, of LCs.

**Converting Classroom Assessment into Publishable Research**

The Scholarship of Teaching and Learning (SOTL) offers an opportunity for political scientists to make academic inquiries into the nature of student learning (Hutchings 2000). To take the assessments to a new level and engage in SOTL, assessment data can be used, and perhaps new data collected, to generate publishable research. For example, one could examine the factors that lead to, or hinder, success in learning communities. This could be done either qualitatively or quantitatively. It is important to obtain Institutional Review Board approval prior to collecting data for SOTL research.

An analysis comparing students in an LC and students not in an LC could yield findings about the impact of collaborative learning on achieving LC goals. Likewise, if data can be obtained on student background characteristics (standardized test scores, class rank, first generation college, race/ethnicity, and sex), then one could examine potential impacts the LC has for different types of students.

SOTL research is grounded in the academic disciplines. Thus, to engage in this research, political scientists can use the research methods they use in their regular research, whether quantitative or qualitative, and use them to examine the LC. The LC goals become the dependent variable and the inputs and environment are the independent variables.

There are venues for publishing political science SOTL research, including *PS: Political Science & Politics* and the *Journal of Political Science*.
Education. In addition, there is the relatively new *Journal of Learning Communities Research* that also provides an outlet for political science LC research.

**Conclusions**

Learning community classroom assessment is distinct from regular classroom assessment because the assessment centers on common LC goals. Ideally, the LC team will meet prior to the beginning of the semester, and collaboratively develop goals, design the assessment assignments, implement them, and then complete the assessment cycle. Naturally, the ideal and reality are not the same thing. Just as political scientists need to search for data to conduct research, there are times when the same happens with LCCA. Professors may find themselves looking for assessment data at the end of the semester. While that is not the ideal, the reality is that assessment can still occur if appropriate measures can be identified. Moreover, the political scientist interested in LCCA can draw on a well-developed literature on LCs and on LCCA.

LCs represent a powerful method of helping students learn and they offer a great deal of potential for political scientists. Research has shown that students are not interested in politics (Bennett and Bennett 2001). LCs offer political scientists an opportunity to help students understand political science by connecting it to different disciplines and issues. LCs then offer a chance to help students become more engaged with political science, and hence more likely to appreciate it and learn about it.
Appendix 10-1. Learning Community Resources

- Washington Center for Improving the Quality of Undergraduate Education. Learning Communities National Resource Center: learningcommons.evergreen.edu/.

Appendix 10-2. Portfolio Two Focus

Significant Learning

Definition: For learning to occur, there has to be some kind of change in the learner. No change, no learning. And significant learning requires that there be some kind of lasting change that is important in terms of the learner’s life (Fink 30).

For your second portfolio, you will be asked to compile evidence of learning that relates to the focus of significant learning (consider learning experiences that evoke change in your thinking, change in the way you look at the world, etc.). We will do some activities in Seminar to expose you to the Significant Learning Taxonomy (see below), but it will be up to you to select the evidence that best relates to this focus.

Don’t forget the political science addition!!

Fink’s Taxonomy of Significant Learning

This is organized from higher to lower:
- Learning How to Learn
  - Becoming a better student
  - Inquiring about a subject
  - Self-directing learners
    - Ask yourself: What learning experience(s) have caused me to want to inquire more about a subject on my own because I want to, not because I have to? — OR — What learning experience(s) have caused me to change as a student in regard to learning?
• Caring
  o Developing new
    » Feelings
    » Interests
    » Values
    > Ask yourself: *What learning experience(s) have caused me to care enough to develop new feelings, interests, and/or values?* — OR —
    *What new learning experience(s) have become a part of my life?*

• Human Dimension
  o Learning about
    » Oneself
    » Others
    > Ask yourself: *What learning experience(s) have caused me to look at the human significance of what I have learned/am learning?*

• Integration
  o Connecting
    » Ideas
    » People
    » Realms of Life
    > Ask yourself: *What learning experience(s) caused me to make new connections?*

• Application
  o Skills
  o Thinking
    » Critical, creative, and practical thinking
  o Managing Projects
    > Ask yourself: *What learning experience(s) have allowed me to use what I have learned?*

• Foundational Knowledge
  o Understanding and Remembering
    » Information
    » Ideas
    > Ask yourself: *What learning experience(s) have provided me with basic understanding that is necessary for other kinds of learning?*


(continued, next page)
PUTTING TOGETHER YOUR PORTFOLIO

- Your first step will be to gather evidence. The easiest way to gather evidence is to consider your significant learning experiences in your triad courses (as well as other courses/life experiences). Then choose evidence that represents your most valuable learning experiences. Your evidence will come primarily from seminar, political science, and/or your other courses; however, you can include evidence from life outside the classroom (school events, work, community activities, current events, etc.). You will then organize that evidence in a folder.

- Your next step will be to write a Reflective Overview (RO) that will guide the reader through the material you have chosen. Each piece of evidence will translate into a paragraph of your reflective overview, in which you will provide the reader with the “background” on your evidence—what it is, why you added it, how it represents your learning, and how it is related to the focus of significant learning (be sure to use the language from the six areas of the Significant Learning Taxonomy—Learning How to Learn, Caring, Human Dimension, Integration, Application, and/or Foundational Knowledge).

NUTS AND BOLTS TO HELP YOU WITH YOUR PORTFOLIO AND RO

- Does my RO have an introduction, conclusion, and transition for each piece of evidence?
- Did I discuss each piece of evidence in my portfolio?
- Did I provide more than a superficial reflection of the evidence?
- Did I write a complete paragraph for each piece of evidence?
- This requires more than just saying, “I chose this piece of evidence because I learned ... from it.”
- Did I address the idea of significant learning when describing each piece of evidence?
- Did I state the change/learning that the experience caused in me?
- Did I accurately use the language of significant learning when describing each piece of evidence?
- Did I discuss the level of significant learning chosen for each piece of evidence? (More than just saying, “This piece of evidence is an example of foundational knowledge.”)
- Does my RO include a portion that discusses what grade I think I deserve on this portfolio and why?
Rubric Used for Grading Purposes

Portfolio Rubric

_____ Reflective Overview (50 points possible)
*In the reflective overview did you...*
- guide the reader through your portfolio?
- describe what is in your portfolio?
- include why you added each item and how it demonstrates learning?
- address the portfolio focus?
- explain to the reader what grade you think you deserve?
- make sure that it is free of major problems with grammar and/or spelling?

_____ Evidence (45 points possible)
*Is the evidence...*
- representative of a variety of learning experiences? (5 pieces recommended)
- related to the portfolio focus?
- included in the portfolio?
- a result of careful thought?
- include material from political science?

Presentation (5 points possible)
- if online (wiki), is an effort made to make the portfolio easy to navigate?
- if in a folder, is the portfolio put together in a professional manner?

Note

1. The portfolio assignment was created by Chloe Yowell, seminar leader coordinator, A&M–Corpus Christi, and Rita Sperry, seminar leader, A&M–Corpus Christi, in consultation with the author. The assessment of Significant Learning came from bullets 2, 3, and 4 in the Reflective Overview from the rubric. Yowell and Sperry determined that bullets 2, 3, and 4 were worth 40 total points. Thus, 85% of 40 points (34 points) was the criterion established to indicate mastery of significant learning.
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The way professors are instructing college students is undergoing a process of change. Two decades ago, lectures and seminars constituted the dominant form of college teaching, while now many professors are experimenting with new teaching strategies emphasizing active learning (including strategies such as interactive learning, simulations, and case-based learning) to make learning more student-centered and increase student engagement. Professors have also defined new learner objectives to include skill-building in an effort to equip students to be life-long learners. Finally, professors have embraced new teaching tools, especially electronic delivery of course materials, including the use of the Internet. Online teaching has embraced tools such as online course management software (e.g., WebCT or Blackboard), pod-casting, wikis, and the use of virtual worlds. This shift in teaching strategies has been facilitated by the development of popularly accessible technology and is rapidly taking hold in colleges and universities across the United States.

In addition, online teaching is of particular interest to college administrators since it tends to appeal to non-traditional students, who are not able to attend classes during the day due to work or family obligations or because they cannot easily relocate to a place in the vicinity of a college. It can also help alleviate the pressure for classroom space in universities with an expanding student population. Students enrolling in online classes often state that they like the flexibility of working on their own time and not having to attend classes at times that are often inconvenient for their schedules (Garson 1998, 587; Moskal et al. 2006, 28). Many universities understand online education as a way “to better
serve the needs of their students,” to respond to student demand to have courses available online, and to meet their strategic institutional goals (Moskal et al. 2006, 26).

It is thus unsurprising that an increasing number of college courses are delivered over the Internet and that the number of students signing up for online courses has been rising. As early as 1997–1998, almost 1,680 institutions offered 54,000 college courses in the online format, enrolling approximately 1.6 million students (Eaton 2001, 4, based on data provided by the U.S. Department of Education). In 2002, over one-third of all accredited institutions (1,979 out of 5,655) offered some type of distance learning courses or programs (CHEA 2002, 5). More recently, almost half of the 287,000 students in Florida’s state university system took at least one online class in 2005–2006, and while Florida is aiming at taking an even stronger leadership role in the development of online college education, other states, including Illinois and Georgia, have already built prominent online degree programs based on courses developed at their respective state universities (Zaragoza 2007). Overall, nearly 3.5 million students (or close to 20%) enrolled in one or more online courses during the fall 2006 term, signifying almost a 10% rise over the year before, and the 1.5% growth rate in enrollment in the higher education student population overall pales in comparison to the 9.7% growth rate in online enrollments (Allen and Seaman 2007,1). These numbers underscore that online teaching can no longer be ignored as a vital component of higher education.

Critics of online teaching, on the other hand, argue that online education tends to be sub-standard, and that students miss out on the interactive aspects of instruction and instead are isolated from other students when completing their work. For instance, over 800 faculty members of the University of Washington protested the partial replacement of face-to-face college instruction with online classes in an open letter, and argued that education should not be reduced to “the downloading of information, much less to the passive and solitary activity of staring at a screen” (Cleary 2001). Sometimes, online classes are viewed as “glorified correspondence courses” (Cleary 2001). Similarly, politicians are sometimes skeptical of the merits of online education. Rep. Nick Smith (R–MI), for example, declared that “students who take courses online don’t interact as much as their peers in traditional courses, and that they may walk away with knowledge but not with an understanding of how to think for themselves”
Assessment in the Online Environment

In addition, online students sometimes miss interaction with other students and feel isolated (Yang and Cornelius 2004). These discussions highlight the need for assessment of online courses. We know that changing the medium of instruction necessitates change in the way we deliver courses. However, we understand little about what and how students actually learn in online classes. Furthermore, little is known about how online courses can contribute to a department’s objectives and how they can feed into departmental assessment. In this chapter, we therefore briefly introduce how online classes can “fit” into a departmental assessment plan. We then outline several ways in which online classes themselves can be assessed, first by looking at learner outcomes, and second by analyzing learning behavior. We illustrate these examples with a brief discussion of and evidence from our own work assessing online courses in political science.

**Online Classes and Departmental Assessment**

As several chapters in this volume point out, the objectives stated in departmental or program assessment are multiple and can vary from learner outcomes relating to objective knowledge (“Which facts did the students learn?”) to skills such as critical thinking, communication, or research skills, and learning behavior (e.g., engaging students in the learning process), among many others. In some places, departments have to assess multiple objectives, including knowledge, skills, and communication.\(^1\) Departments employ a host of instruments to assess these objectives, including exit interviews, national norm-referenced tests, and existing student work that was produced for a particular course (see Chapter 4 by John Ishiyama, this volume).\(^2\) Online courses as part of degree programs must comply with accreditation standards set for departments and universities much like any other class offered at a university (CHEA 2002), and as such contribute to departments’, programs’, and universities’ accreditation processes. Since all student work is written and can easily be archived and restored, online classes provide a wealth of data that can usefully be analyzed for assessment. In some cases, analytical tools built into online course management software facilitate the collection of useful assessment data. Thus, distance-learning courses provide some unique advantages for assessment since all coursework is written and
stored and can thus easily serve a range of assessment objectives, including objective knowledge, communication skills, and active learning and student engagement, as we will illustrate below.

**Objective Knowledge**

If departments are interested in finding out how much students learn over the course of a semester, online classes can conveniently provide data. Most online course management software is equipped with a quiz function, which allows students to take multiple-choice or short-answer tests. The software (such as WebCT) analyzes how many students answered each question correctly and which answers were chosen. It is thus easy to group questions according to content or other criteria and evaluate the results. It is also straightforward to deliver tests at the beginning and end of the semester to monitor students’ progress in a pre- and post-test design, or to deliver the same test to the same students over multiple semesters to see how students develop their knowledge base throughout their college career. Similarly, discussions, essays, and term papers provide material for content analysis to monitor students’ grasp of critical concepts.

**Communication Skills**

Online courses provide a valuable environment to assess students’ written communication skills. They also provide a relatively convenient medium to analyze student writing on many dimensions—from grammar to clarity of argument or any other attribute professors and departments might deem important. Furthermore, different types of writing can be compared, gauging students’ capability to adjust their written communication to specific contexts, such as formal papers or essays and less formal online discussions. Writing rubrics can be employed to ensure consistency of assessing student work even when the rubrics are not used for grading, and can also include discipline-specific knowledge such as the correct use of political science terminology and concepts (for a simple rubric, see Appendix 11-1).

**Active Learning and Student Engagement**

While it might be assumed that online learning is primarily passive (staring at a computer screen and reading lecture notes posted online
or watching streaming videos of taped classroom lectures), many online courses are designed around active learning principles. These include, but are not limited to, group assignments, asynchronous online discussions, synchronous discussions via “chat,” online simulations, and writing assignments. Again, online course software facilitates a simple analysis of student activity and engagement, for instance by counting the number of times students opened their peers’ discussion postings, or by providing search functions that count how many times a student has posted a discussion contribution. It is also possible to search for specific discussion postings by topic or date, so progress can be monitored over the course of a semester. In-depth analysis of the quality of these contributions can be obtained through content analysis and can serve as an indicator of the students’ cognitive engagement (see Richardson and Newby 2006).

In sum, online classes can be usefully employed to contribute to departmental assessment goals as well as for classroom assessment. Online course management software can be employed to facilitate some aspects of data collection and analysis. The following sections provide some examples of various aspects of classroom assessment in courses taught partially or fully online in the Political Science Department at the University of Central Florida over the past ten years. The assessment goals for these courses could easily be adapted to serve departmental assessment objectives as well.

Assessing Online Classes: Learner Outcomes

Much of the scholarship on learner outcomes in online political science courses has centered on the effectiveness of instruction via the Internet compared with traditional, face-to-face classroom instruction. Two general areas, objective knowledge and citizenship skills, have served as criteria of assessment. For example, Garson (1998) compares two sections of an American government class, one taught online and one in lecture format, and concludes that “in terms of the amount learned, it is not clear that web-based instruction is significantly better or significantly worse than traditional instruction” (Garson 1998, 587). Botsch and Botsch (2001, 141) also compare an online section of an American
government class with one delivered in a traditional lecture/discussion format and conclude that

“...web classes in American government are at least as effective as traditional lecture/discussion classes in nurturing a healthier, more active, and knowledgeable citizenry. Web classes may even be more effective in improving the general factual knowledge of lower-GPA students because such classes inevitably place more responsibility on students who are likely to be passive in more traditional classes”.

Our own research on online instruction has focused on objective knowledge, skill-building, and the development of civic orientations. Our work analyzes data from students in two different settings—a face-to-face American national government course and a web-enhanced version of the same course. Both courses were taught by the same instructor, used the same book, shared the same substantive emphases, and had the same midterm and final. The key difference was that the web-enhanced section employed Internet-based learning modules, tasks requiring students to read and process information, and then discuss it with their peers in small online discussion groups. These online activities replaced half of the class-time, a teaching modality often referred to as the “reduced seat-time model” or “blended learning.” A pre-and-post questionnaire gauging student perceptions and attitudes toward civic engagement and computer competency, and a separate pre-and-post 18-item instrument measuring basic knowledge of American institutions and processes (later revised to 16 items), were our main vehicles of comparative assessment. The study included a pilot phase and a final phase.

Several findings from the pilot data, which we have described elsewhere (Pollock and Wilson 2002), suggested that the web-enhanced format was in some ways superior to the lecture setting. For example, although both formats showed statistically significant gains in substantive knowledge, students in the web-enhanced section posted larger gains than students in the traditional section. We found this comparison to be especially noteworthy given initial selection differences between formats. The pre-course questionnaire revealed that, compared with their lecture-format counterparts, students in the web section had less academic experience, less prior exposure to computer-based courses, and lower levels of motivation to learn about American politics.
Our findings from the final-phase data set are more in line with studies concluding that, in the worst-case scenario, partial online teaching is as effective as teaching in the traditional classroom. Table 11-1 reports several key comparisons. There are few emergent differences between formats on these assessment-relevant attributes. Students in both settings made significant increases on the political knowledge index, but the inter-format comparison yields little difference. To be sure, students in the reduced seat-time format distributed themselves more widely across the index, with proportionately more students in the upper and lower ends of the distribution, but again the similarities between the two distributions are more prominent than their differences. Thus, programs and departments concerned with accreditation issues regarding their online or mixed-mode courses can use classroom assessment results on objective knowledge to demonstrate that blended (in-class and online) instruction is at least as effective in producing positive student learner outcomes as is teaching in the traditional classroom, and that online or mixed-mode courses can make a valuable contribution to the curriculum.6

Table 11-1: Traditional Lecture and Reduced Seat-Time Compared: Pre–Post Changes in Political Knowledge, Attentiveness, Efficacy, and Trust

<table>
<thead>
<tr>
<th>Format</th>
<th>Traditional lecture</th>
<th>Reduced seat-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>20.7%</td>
<td>27.3%</td>
</tr>
<tr>
<td>1–3 points</td>
<td>56.5%</td>
<td>45.3%</td>
</tr>
<tr>
<td>4 or more points</td>
<td>22.8%</td>
<td>27.4%</td>
</tr>
<tr>
<td>Mean interval change</td>
<td>2.28 b</td>
<td>2.15 b</td>
</tr>
<tr>
<td>High political attentiveness, percentage-point change</td>
<td>+7.6</td>
<td>+12.8 b</td>
</tr>
<tr>
<td>High political efficacy, percentage-point change</td>
<td>+5.4</td>
<td>-13.7 b</td>
</tr>
<tr>
<td>High political trust, percentage-point change</td>
<td>-8.7</td>
<td>-9.4</td>
</tr>
<tr>
<td>Self-assessed “A” in computer competency, percentage-point change</td>
<td>-2.1</td>
<td>+8.6 b</td>
</tr>
<tr>
<td>Number of cases</td>
<td>92</td>
<td>117</td>
</tr>
</tbody>
</table>

a On political efficacy, difference between formats is significant (p<.05).
None of the other format differences are statistically significant.
b Pre–post change is statistically significant (p<.05).
Our results on a second commonly assessed outcome, civic orientations, were less clear-cut. We tracked changes in three sorts of attitudes: political attentiveness, political efficacy, and political trust. Large percentages of students in both settings professed high levels of attentiveness to public affairs, in both the pre- and post-questionnaires. Even so, students’ attentiveness increased between the start and finish. The percentage of those saying they follow politics “most” or “some” of the time rose by about 8 points in the lecture section and by nearly 13 points in the web-enhanced venue. Though statistically modest, at least in the lecture format, these numbers signal a heightened cognitive engagement among students in the introductory course. The patterns for efficacy and trust were inconsistent and rather less encouraging. Students in both settings posted nominal declines in political trust—about a 9-point drop in the percentages saying that the government in Washington can be trusted “always” or “most of the time.” On efficacy, lecture-format students remained statistically unchanged. Their web-format peers, on the other hand, reported a large and significant drop on this measure. Thus, although format-dependent asymmetries in the use of computer skills returned expected differences—reduced seat-time students were more likely to report enhanced computer competency—our findings on political competencies are decidedly mixed. As assessed outcomes, our research has not shown a consistent, positive relationship between civic orientations and enrollment in introductory American government courses.

Assessing Online Classes: Learning Behavior

Departments and professors might not only be interested in how much students learn (either on an objective knowledge test, civic orientations, or skills), but also in how they learn and, more specifically, how engaged they are in their learning processes. It is difficult to systematically gauge student engagement in the traditional classroom since recording, transcribing, and analyzing student participation in the classroom is time consuming and technologically demanding, particularly in large classes. Student surveys such as NSSE (National Survey of Student Engagement) are expensive, and even when universities administer campus-
wide NSSE surveys, it is often difficult or impossible to obtain data broken down to the level of the department. Yet, understanding student engagement is potentially important as knowledge of student learning behavior helps professors design classroom environments and teaching strategies that encourage many, or all, students to be actively involved in their learning experience. Online courses can provide partial remedy for the lack of available data on student engagement because some aspects of learning behavior are already recorded and easily available. Discussion participation in online classes is one way in which one aspect of student engagement can be measured. We focus here on discussions as a primary active learning strategy given the importance the literature has ascribed to the role of discussions as a way to engage students in higher-order thinking both in the traditional and the online classroom (e.g., Bender 2003; Bligh 2000; Du, Harvard, and Lee 2005; Picciano 2002; Schrire 2006). For example, which students tend to participate in online discussions, and how do they participate? Is there a way in which the design of an online discussion can maximize student discussion and interaction?

We chose to assess two specific aspects in our online courses. First, one of our objectives is to foster student-to-student interaction as part of an active learning process. We deem interaction particularly important in the online environment, where students have to overcome the physical isolation from other students. Existing literature has identified that gender inequalities are commonplace in traditional college classrooms and found that women tend to be less involved in active learning through discussion than men (Wolfe 1999; 2000). Accordingly, we assessed the effects of gender on student participation and, more specifically, on student interaction in online discussion groups. Second, and more generally, we wanted to determine whether a teaching strategy based on active learning through discussion has positive effects on student learner outcomes.

**Interactive Behavior in Online Classes**

Early research on gender differences in online behavior sent a mixed message. Some pioneering studies (Herring 1993; Selfe and Meyer 1991) were pessimistic about the democratizing, gender-neutralizing potential
of online communication. An apposite literature (Dubrovsky et al. 1991; Sproull and Kielser 1991) suggested otherwise. Yet a third perspective (Bhappu et al. 1997; Postmes and Spears 2002; Yates 1997) indicated that discussion behavior is heavily conditioned by group composition, with gender-balanced contexts producing greater leveling of differential attention and influence. Our own work supports this third view. Adapting a protocol developed by Henri (1992), we coded the rhetorical content of students’ online discussion statements (Pollock, Hamann, and Wilson 2005; see Appendix 11-2 for coding protocol). Of particular interest as indicators of interactive behavior were the determinants of dependent statements, those that signaled a response to (and interaction with) other group participants, as opposed to independent statements, contributions made without reference or response to others. In our online classes, students are grouped together in small discussion groups of about 8–10 students each, thus overcoming the problems of discussion often present in large classes. Furthermore, we did not require students to engage in a dialogue with each other for their structured discussions, meaning that the discussion behavior patterns we observed were not driven by student concern for grades.

Gender composition of the discussion groups had intriguing effects on the incidence of dependent statements in online discussions (see Table 11-2). For men, gender composition had little effect. Dependent statements comprised about half (51%) of the average male-initiated message. For women, however, the group’s composition mattered a great deal. While all-female groups produced little interaction (the average message was 26% dependent), gender-balanced groups occasioned much female-initiated interchange (the average female message was 47% dependent). Our findings lend clear support to instructors’ efforts to create gender-balanced online discussion environments. Our more recent work suggests that the number of discussion postings read—an assessment measure easily obtained from online course management software—is a reliable indicator of student engagement in online discussions (Wilson, Pollock, and Hamann 2007). Our findings also guide professors to “close the feedback loop,” the last step in an assessment process, and of practical importance for those attempting to foster student-to-student interaction: If it is possible to create gender-balanced discussion groups, then instructors should do so to maximize online dialogue.
Table 11-2. Mean Percentage of Independent and Dependent Statements, by Gender and Gender Composition

<table>
<thead>
<tr>
<th>Percent Female</th>
<th>Gender</th>
<th>Percent Independent</th>
<th>Percent Dependent</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;50%</td>
<td>Males</td>
<td>44</td>
<td>52</td>
<td>241</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>44</td>
<td>51</td>
<td>125</td>
</tr>
<tr>
<td>50%</td>
<td>Males</td>
<td>43</td>
<td>51</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>46</td>
<td>47</td>
<td>104</td>
</tr>
<tr>
<td>51-70%</td>
<td>Males</td>
<td>50</td>
<td>47</td>
<td>194</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>59</td>
<td>37</td>
<td>367</td>
</tr>
<tr>
<td>71-90%</td>
<td>Males</td>
<td>43</td>
<td>54</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>55</td>
<td>42</td>
<td>516</td>
</tr>
<tr>
<td>100%</td>
<td>Females</td>
<td>71</td>
<td>26</td>
<td>143</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>Males</td>
<td>46</td>
<td>51</td>
<td>653</td>
</tr>
<tr>
<td></td>
<td>Females</td>
<td>56</td>
<td>40</td>
<td>1255</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>52</td>
<td>44</td>
<td>1908</td>
</tr>
</tbody>
</table>

**Active Learning and Learner Outcomes**

Vibrant student interchange may serve as an assessment goal in itself. Alternatively, instructors may view discussion as a process through which students develop academically relevant resources, such as engagement and knowledge of the material, which in turn shape learning outcomes such as course performance and grades. Indeed, interaction plays a crucial role in the learning process in general and in the online environment in particular (Bryant 2005; Garrison and Anderson 2003; Spiceland and Hawkins 2002; Webb et al. 2004; Weinberger and Fischer 2005). How strong is the link between online discussion and student course performance? In an analysis of a large number of upper division undergraduates (N = 279), we examined the effect of a measure of discussion behavior (number of postings read) on course grade (on a 100-point scale), controlling for previous-term grade point average (GPA) (see Hamann, Pollock, and Wilson 2009). Table 11-3 reports mean course grade for students reading below the median number of postings (“low readers”) and for students reading above the median number of postings (“high readers”), at each GPA quintile. Not surprisingly, regardless of
reading behavior, GPA is strongly related to course grade. Mean grade increases by 18 points for low readers and by 14 points for high readers. Yet, regardless of GPA, high readers perform better than do low readers. Remarkably, this effect is greater for students who have lower GPAs at the outset—a “reading effect” of over 15 points for students in the lowest GPA group, compared with an effect of about 11 points for students in the highest GPA group. This effect persisted when we regressed course grade on reading behavior and an array of demographic and background controls (senior standing, female, white, Hispanic), a dummy control for instructor, as well as a control for previous-term GPA. Our results point to a robust and independent effect of discussion engagement, as measured by postings read. Again, the “reading effect” is strongest for students who entered the course with the lowest GPAs and declines in potency as GPA increases.

<table>
<thead>
<tr>
<th>GPA Quintile</th>
<th>Mean grade, low readers (N)</th>
<th>Mean grade, high readers (N)</th>
<th>Total (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowest</td>
<td>62.6 36</td>
<td>78.1 20</td>
<td>68.1</td>
</tr>
<tr>
<td>2</td>
<td>63.8 38</td>
<td>85.6 18</td>
<td>70.8</td>
</tr>
<tr>
<td>3</td>
<td>69.3 25</td>
<td>85.3 31</td>
<td>78.1</td>
</tr>
<tr>
<td>4</td>
<td>80.6 22</td>
<td>91.3 34</td>
<td>87.1</td>
</tr>
<tr>
<td>Highest</td>
<td>80.6 19</td>
<td>91.8 36</td>
<td>87.9</td>
</tr>
<tr>
<td>Total</td>
<td>69.4 140</td>
<td>87.4 139</td>
<td>78.4</td>
</tr>
</tbody>
</table>

Table entries are mean course grades by GPA quintiles for students reading below the median number of postings (“low readers”) and for students reading above the median number of postings (“high readers”). Median is equal to 160.

Quintile midpoints (ranges): lowest quintile, 2.32 (1.84–2.52); quintile 2, 2.78 (2.53–2.89); quintile 3, 2.99 (2.90–3.18); quintile 4, 3.30 (3.19–3.49); highest quintile, 3.69 (3.50–4.00). Mean GPA for all students, 3.01.

Online courses can thus be useful sources of data to assess student engagement. In our study, students were not required to read a
specific number of postings, meaning that the data we collected from our online course management program reflects, to some extent, students’ self-motivation and engagement. Online courses can also nudge students to become more engaged by requiring them to participate in interactive behavior in online discussion boards. Finally, our findings map out strategies instructors of online classes can use to increase student learning.

**Conclusion**

In conclusion, online courses lend themselves to student assessment and can consequently provide a useful building block for departmental and program assessment. Online course software facilitates the assessment of political science courses delivered over the Internet because most of these software packages have built-in tools for analysis, and all student contributions are recorded. For example, auto-graded quizzes provide evaluations for each question, thus making it easy for instructors to assess which concepts students have successfully mastered. All discussions are available in writing, which allows the professor to take samples of discussions that could be analyzed for writing skills, mastery of the substantive material, and correct referencing skills. The same is true for essays or papers delivered online. In other words, online courses allow for the assessment of student learner outcomes, but they also facilitate the assessment of student learning behavior, such as student engagement. Progress can be monitored throughout the semester or over several semesters.

Clearly, not all classes delivered over the Internet are designed the same way. Our examples refer to online courses that put heavy emphasis on written interaction, that encourage students to “talk” to each other, and that put emphasis on active learning rather than posting long lecture notes or streaming videos of taped lectures. If online classes are structured to emphasize student engagement with the material posted on the web as opposed to peer-to-peer learning, other assessment objectives might need to be defined to track student learning behavior. In other words, much like a large lecture class might not fit easily into a department’s objective to foster oral communication skills, online classes can be defined in a number of ways to match course or departmental
objectives. Overall, though, online instruction can meet departmental and programmatic objectives and can also be an effective teaching tool in political science.
**Appendix 11.1 Simple Rubric for Writing Assignments**

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Proficient</th>
<th>Very Good</th>
<th>Satisfactory</th>
<th>Unsatisfactory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization and structure</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Use of appropriate terminology and concepts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appropriateness of topic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>References and bibliography</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grammar and sentence structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spelling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note: The criteria and their relative weight can easily be adjusted; cells can be filled in with detailed description of expectation for each criterion (see Chapter 9 by Mariya Omelicheva, this volume).*
### Appendix 11.2 Coding Protocol for Online Discussions

<table>
<thead>
<tr>
<th>Statements</th>
<th>Code</th>
<th>Definition</th>
<th>Examples/Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social statement</td>
<td>7</td>
<td>Statement or part of statement not related to formal subject content</td>
<td>“I’m feeling good today”; self-introduction; verbal support</td>
</tr>
<tr>
<td>Meta-cognitive knowledge</td>
<td>8</td>
<td>Comparing oneself to another; Being aware of self as agent</td>
<td>“As a black male, I ...”</td>
</tr>
<tr>
<td>Meta-cognitive skill</td>
<td>9</td>
<td>Verification or evaluation of one’s own skills or learning</td>
<td>“I learned a lot about parliamentary systems from the chapter”</td>
</tr>
<tr>
<td>Interactive statements:</td>
<td></td>
<td></td>
<td>--------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Direct, 1</td>
<td></td>
<td>Cognitive, 1</td>
<td>Surface, 1</td>
</tr>
<tr>
<td>Indirect, 2</td>
<td></td>
<td></td>
<td>In-depth, 2</td>
</tr>
<tr>
<td>Independent, 3</td>
<td></td>
<td></td>
<td>Surface, 1</td>
</tr>
<tr>
<td>Evaluative, 2</td>
<td></td>
<td></td>
<td>In-depth, 2</td>
</tr>
</tbody>
</table>

Note: These coding guidelines are based on Henri (1992).
NOTES

1. The Board of Governors in Florida, for example, requires all BA programs in public universities in the state to assess the following three areas: discipline-specific knowledge, skills, attitudes, and behaviors; communication; and critical thinking. See www.oias.ucf.edu/alc/academic_learning_compacts.htm for more details concerning these Academic Learning Compacts.

2. Many universities provide excellent assessment support online. For instance, the University of Central Florida provides online guides and handbooks that departments and programs can use to design their own assessment plans, such as the Program Assessment Handbook at www.oias.ucf.edu/doc/acad_assess_handbook.pdf.

3. On the use of rubrics, see also Chapter 9 by Maria Omelicheva in this volume. Many web sites provide help with building customized rubrics to serve specific assessment purposes as well as with scoring, such as the free rubric builder available at www.rcampus.com/rubricshell.cfm?mode=gallery&msm=home&src=google&gcld=CNKDzIGMyZECFQsYgQodeHuwxQ; a rubric template that can easily be adjusted to serve different objectives is available at http://edweb.sdsu.edu/triton/july/rubrics/Rubric_Template.html.

4. The study was funded by a grant to redesign and evaluate the new course design from the Pew Learning and Technology Program, Center for Academic Transformation, Pew Grant Program in Course Redesign. For further discussion of the study and learner outcomes regarding gender differences, see Wilson, Pollock, and Hamann (2006).

5. The questionnaires are available from the authors upon request.

6. To be clear, we do not argue that all online courses are necessarily superior to all face-to-face courses, or suit all students better than traditional instruction methods. Instead, our point is that our research on the effectiveness of online teaching has yielded encouraging results in that it facilitates student learning and that online courses can make valuable contributions to a department’s course offerings.
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Although there have been several recent studies that have examined the role of portfolios in program assessment in political science and general education as well as in the classroom (e.g., Long 2007; Banda 2004; 2003; Young 1996; Thompson 1991; Hutchings 1990), relatively little work has been done on using the portfolio to directly assess experiential learning, particularly a student’s experience in a structured internship. In this chapter, we focus on the development of a “critical portfolio,” or a portfolio assignment that promotes student reflection on his/her experiential learning. Deriving techniques suggested by the American Association of Higher Education’s Portfolio Clearinghouse, we propose several guidelines as to how to construct such a critical portfolio assignment. Further, we argue that the critical portfolio assignment is a more effective technique than are the more often used journal assignment techniques, because the critical portfolio: 1) better improves student reflection regarding the experience, 2) better integrates the experience with the undergraduate political science curriculum, and, perhaps most importantly, 3) better facilitates assessment of student learning as a result of the experience.

Today, colleges and universities are pioneering new educational practices as a way to teach students how to make sense of complexity, how to find and use evidence, and how to apply their knowledge to new problems and unscripted questions. Now, more than ever, faculties are looking for new classroom approaches to best prepare graduates for a rapidly changing work environment at a time when shifts in the marketplace occur at an unprecedented pace. For example, over their lifetimes,
graduates in the class of 2008 will have not one career but most likely several. In fact, 30% of current college students may eventually work in jobs that do not yet exist (Fong 2004, 9). To cope with this kind of change, everyone involved in higher education needs a working familiarity with a vast and growing body of knowledge that has lasting value.

Increasingly, internships have become one way to prepare students for such a dynamic post-graduate environment. Over the past several decades, internships have become a fairly common option for almost all post-secondary students, particularly in disciplines that are traditionally without a field component, such as political science (Pederson and Provizer 1995, 232). As a result, the internship’s popularity in many institutions has led to a unique model of liberal arts education in general and political science in particular that acknowledges both the classroom and work world as laboratories of learning.

In fact, those institutions that include currents of experiential education opportunities and classroom experiences promote complementary patterns of growth and development in their students (Linn and Jako 1992). This complementary pattern is possible because traditional classroom work, replete with knowledge, places the focus on listening. The design of the internship, on the other hand, is to expressly enhance what scholars note as the “artistry” of professional practice—that is, where “the knowing is in the action” (Linn and Jako 1992, 93).

Although simple in its approach, it is important to recognize that there is an inherent complexity when students are asked to learn from action at the internship site. Donald Schön notes this intricacy. In his deeply influential works about processes and development, Schön makes “reflection” central to the practitioner’s understanding of what happens in the field (Johnston and Usher 1997). Schön (1995; 1991; 1967) focuses his efforts in this area on the notions of reflection-in-action and reflection-on-action. The former is sometimes described as “thinking on our feet” and involves the need to look at experiences and attend to theories in use to connect with practice.

While it is the intention of reflection-in-action to narrow the gap between theory and practice, reflection-on-action, much more exploratory by nature, also assists in the process of experience-based learning. In order to learn from activity, students must start to uncover meanings about why those at the work site acted in a certain way. This form of reflection helps the practitioner—or, in the case of experiential
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education at the undergraduate level, the political science intern—to develop questions and ideas about occurrences and then make sense of the experience.

This inherent complexity in experiential learning presents special challenges in assessing student learning. There have, of course, been efforts advocated to assess the impact of experiential learning. For instance, political science faculty frequently relies on the popular journal assignment as one way to facilitate both forms of reflection and as a means to assess student learning. When properly undertaken, the assignment requires that the students spend time writing at regular intervals about internship experiences. This written exercise encourages students to think about work site experiences, to learn from them, and then to achieve the ultimate understanding that each one has some meaning. Succinctly put, the journal, as an element of reflective practice, helps the students understand what they learned from a particular experience and how they learned it. The faculty member in turn is able to assess substantive learning at the field site.

But there are two problems with the journal. The first is that, over time, faculties at numerous institutions have questioned whether such assignments truly mirrored reflective practice (Verkler et al. 2001). The problem occurs when students treat reflective assignments, like the journal, as a product or artifact, rather than as one element in a process. This product approach was made vividly clear by one senior political science university faculty member when he noted the candid nature of some students in his program’s internship courses. Several times, students reported that they would stay up all night and recreate various experiences the day before the journal was due in their internship course at the end of the semester. In order to successfully accomplish this devious task, the students further revealed that they would utilize different pens for different entries. With varied ink colors, they would keep their “all-nighters” to finish a semester’s worth of journal entries a secret from their unsuspecting internship professors. Their youthful end-of-the-semester rush to meet a submission deadline is not uncommon among students and is not limited to political science majors (Verkler et al. 2001). But, for all involved in experiential education, this product approach runs contrary to the very rationale behind the journal assignment: it negates the process of reflective learning. Without reflection, students fail to make connections between their academic
knowledge about political activity and the actual action at the internship site (Hedlund 1973, 21).

Even worse, this lack of reflective practice signals the start of an overall downward spiral for rest of the internship’s academic components. When journals consist mostly of summary detail, they tend to facilitate very little analysis. As a result, students miss numerous opportunities to integrate new knowledge with their already acquired political science curriculum. This lack of integration, in turn, significantly impacts the practicum classes that accompany the internship. Class discussion can remain adrift as discussions center on more personal problems at the internship site that should or could be addressed individually.

Finally, even though the goal of the academic component is to provide a framework in which to structure experiential learning, this goal remains elusive because assignments like the journal do not uniformly require or supply evidence of learning. This brings faculty to the second problem: assessing the learning experience. As a credit-bearing exercise, then, assessment of the internship becomes a difficult task for the faculty member that supervises internships. The validity of the learning experience remains questionable despite the growth and popularity of the internship in political science departments nationwide (Pederson and Provizer 1995, 232). Clearly, for those committed to experiential education as one element in the political science curriculum, there is a need for a pedagogy that is not only more active and engaged but one that also explores the relationship between internships and assessing learning in the undergraduate political science curriculum.

To accomplish this mission, the academic requirements of students in a semester-long university-based experiential learning program became the focus of a series of both formal and informal workshops convened over the course of three years from 2002–2005 for full-time and part-time faculty. As discussions progressed, it became increasingly clear that simply re-working the journal assignment was not an acceptable alternative. Small changes—such as the establishment of weekly deadlines so that students produced more journal entries at regular intervals—still had the potential to miss the heart of reflective learning and assessment: to process and integrate newly acquired knowledge with previous learning and show evidence of substantive learning.

As a result of this focus, discussions moved from the use of a single reflective task for accompanying internship courses to an assignment-
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driven piece of work whereby faculty could assess evidence of learning at regular intervals. To this end, a portfolio approach to learning emerged as the organizing tool for the internship coursework.

Like any portfolio, the success of this new project would depend on whether or not it would have clearly stated goals (Huber 1998). As the workshops progressed, three fundamental goals emerged: First, to include assignments that facilitate reflective practice; second, greater integration of the internship with the student’s previously acquired political science curriculum; and, finally, the development of greater assessment tools for the faculty.¹

A New Assignment: The Critical Portfolio

With three goals in hand, and after an extensive review of secondary sources, the next point in the internship portfolio’s formation became a content analysis of portfolios already in use. To borrow from Schön (1995; 1991; 1967) again, the effort here is to offer an approach to an epistemology of practice with an examination of what a small number of different practitioners actually do. To this end, the Portfolio Clearinghouse, a database hosted by the American Association of Higher Education that list schools engaged in various portfolio projects, formed the basis of the content analysis for workshop discussions. The Portfolio Clearinghouse is a collection of portfolio projects from around the world and the database serves as a tool for institutions to research portfolio programs in use at institutions of higher education (AAHE 2005). Their work lays the foundation for elements and ideas that would enable achievement of the three goals of stimulating reflective practice, greater curriculum integration, and improved assessment tools. What emerged from the workshop were elements for a new internship portfolio, the critical portfolio.²

Finally, it is important to note that the portfolio provided here is not exhaustive but represents possible features and instances of real people engaged in actual practice.³ With this in mind, the quest here is a new approach that will help political science students demonstrate experienced-based learning and provide more rigorous assessment tools for faculty. The goal of this study then is to broaden the discussion as
well as the instruments of pedagogy and learning and create a more inclusive course of study for political science students engaged in experiential education. This paper is only a means to stimulate important and necessary discussion amongst practitioners in today’s learning environment, rather than a way to test specific examples of assessment and learning.

**Building the Critical Portfolio**

There are many types of portfolios, including student, faculty, electronic, and paper—to name a few. Like teaching portfolios, which allow for reflective practice in pre-service teachers, numerous universities across the country are implementing portfolios as a way to begin the development of reflective practice in students (Hutchings 1998). The portfolio’s attraction as a pedagogical tool is that it inherently involves learning development. For example, Lee Shulman, noted for his epistemology scholarship, describes the learning process that portfolio development fosters and he details its all-encompassing nature. He defines the portfolio as “a structured documentary history of a set of coached or mentored accomplishments substantiated by samples of work” (Verkler et al. 2001, 27). For Shulman (1998a; 1998b), the importance is to convey the idea to both faculty and students that it is necessary to avoid the building approach to the portfolio development as a scrapbook of materials. The problem with this approach is that a scrapbook is only an accumulation of information. What turns the data into evidence is reflection about the meaning of selected materials (Dede 2000).

Workshop participants recognized the need for students to build the portfolio over the course of the semester (like so many in the AAHE database) and in this way avoid the scrapbook of materials approach that Shulman found so problematic. But how to build the portfolio became the center of much deliberation. Eventually, the idea to center the entire work on a single political or policy issue selected by the student and central to the internship site emerged as the organizing principal for the entire project. This single-issue approach, it was argued, would bring both continuity and critical thinking exercises to the portfolio assignments detailed below in Figure 12-1.
The assignments also provide a platform for faculty and students to conduct unfettered investigation of social institutions, power relationships, and value commitments. As the portfolio develops, it provides a conceptual map as well as points of discussion throughout the semester of the relationships among the parts—between previous coursework, the internship class, and field experience. Faculty, in turn, can assess learning at junctures they find critical to the course and the students’ overall political science learning.
BUILDING THE PORTFOLIO: Achieving Student Reflection

A series of reflective essays for inclusion in the portfolio, one to two pages in length, became one way to accomplish the first goal of an overall increase in reflective activity to help build critical thinking skills. Exercises and assignments rooted in reflective practice in general tend to help students identify possible explanations for the instances at the internship that surprise them (Beckman 2002). Whereas the journal tends to scour every aspect of the internship, the reflective essay, on the other hand, requires students to write down and develop several ideas about specific learning events at the work site.

For example, students may fulfill the reflective essay requirements by attending a function held at or sponsored by the organization where they are placed, or even at one of its peer institutions. Students provide a description of the event, which increases both observation and perception skills, and then continue the essay with a discussion of their assumptions held prior to the event. In many cases, earlier assumptions are rooted in previous classroom learning. This is true for many students that submit reflective essays on their first experience at a Congressional Hearing on Capital Hill. The students end the essay with a discussion of the difference between previous expectations and actual learning. Such narrative practice can help the students address the central themes and issues throughout the semester and provide opportunities to wed theory and practice (Young 1996).

Those engaged in reflective practice maintain that it is important to assign reflective essays at the start of the semester when the element of surprise is still fresh in the students’ learning. However, the second reflective element, a critique of the critical portfolio, engages students in reflective practice at the end of the semester. In general, when students share their experiences with their peers, they are encouraged to convert information into knowledge (Dede 2000). Students have the opportunity to do so when they present their portfolios at the end of the internship through class presentation. The professor structures the dialogue and facilitates the same with various prompts for the students to look for certain components, and notes the importance of paying particular attention in the presentations to how each student utilized previous knowledge.
ACHIEVING THE FIRST GOAL: OVERCOMING PROBLEMS WITH REFLECTIVE EXERCISES

Although it is argued that any systematic process of contemplative analysis constitutes reflective practice, in general, students do not automatically understand the great value of reflection (Verkler et al.). To further their understanding, a “hook” that ties reflection to things they already value by and large helps. For many students in the experiential learning environment, the “hook” often centers on the use of their portfolios for future employment or graduate work.

To address this concern, elements of one portfolio prototype, the professional portfolio, were included as a way to stimulate and increase student engagement in reflective practice. Faculty included the following elements in a separate section entitled Professional Development, section two in the critical portfolio: A supervisor’s internship contract that lists the intern-specific tasks and duties, an updated resume, letters of recommendation, a business cover letter that details the internship experience and their approach to the same, writing samples of professional work such as letters to clients or constituents, and, finally, a list of possible future professional contacts. These assignments, dispersed and completed throughout the semester, help students cultivate professional skills, materials, and contacts for post-graduate endeavors.

THE SECOND GOAL: INTEGRATION WITH THE UNDERGRADUATE POLITICAL SCIENCE CURRICULUM

To accomplish integration, the next portfolio section, entitled Academic Inquiry, was designed to help move the internship from the technique and process focus found in the Professional Development section to one of content and substance. Even though the assignments make the relationships between theory and practice explicit, the use of selected questions, however, became an important way to deepen each student’s voyage into the learning environment. Experience shows that a well-crafted question acts like a wedge because it broadens the student’s understanding of how events and ideas interconnect between particular facts and general issues (McClymer and Ziegler 1991). One additional benefit is that specific questions sharpen the student’s academic inquiry
during the internship because they concentrate on a manageable unit of analysis rather than on the entire internship experience.

To reach these objectives, the Academic Inquiry section contains assignments that require students to examine the organization in two ways: first, with a look at its internal community and functions and, second, with an investigation into the organization’s relationship to the larger or outside public, referred to as the “external community.” For example, students answer questions like: What is the organization’s mission statement? How do the staff personnel’s roles and responsibilities help accomplish this mission? What is the organization’s structure? Is the power relationship among staff hierarchal? To answer these questions, students begin their path of inquiry by developing an organizational chart that lists the internal design of the organization. That design, in turn, must also address how the structure fulfills, or does not fulfill, the organizational mission.

After students complete the internal community exercises, and as the internship progresses, they become better equipped to evaluate the external community, also known as the organization’s clientele. For example, students begin this investigation by answering some of the following questions: Who are the organization’s clients? How does the organization serve client interests? What role does the organization play in the policymaking arena in relation to similar organizations? What other organizations have the same mission? What are the tools that the organization utilizes to address the same? How do they get their message out? (Do they use public hearings, free and paid media, etc.?) Students conclude the examination with an organizational chart that shows the group’s relationship to the larger public.

Once the examination of both the organization’s internal and external communities is completed, the next assignment in the Academic Inquiry section asks the students to provide a comprehensive list of the issues central to the organization. The student then selects a substantive issue that is both a priority for the organization and is of interest to them. One way to facilitate this selection is to pose two questions: What are the distinctive issues that the organization may bring to bear on the policy process? How does the organization address one issue in particular that is of interest to you in both its internal and external communities?

Another way to fully engage the student in the issue arena is to have them conduct interviews with two individuals from other organizations that work on the same issue or in the same issue area but hold different
perspectives from their internship site. All perspectives are then combined in a written summary for inclusion in the critical portfolio in the Academic Inquiry section. The interviews and subsequent written work prompts the students to use their critical thinking and news-gathering skills as they pursue original research in the policy arena. Then, to further research skills at the secondary source level, the Academic Inquiry section asks the students to choose a single aspect of, or time period related to their issue, and discuss how two or more scholars and/or analysts are covering the same. The students answer questions such as: Do their perspectives converge or diverge? What are the relative merits of the viewpoints they hold?

Alternatively, another way to further secondary source research skills is to have the students produce an annotated bibliography that surveys relevant journal articles and/or book chapters on the topic. For each selection in the bibliography, students write a compact summary (six or seven sentences) of the author’s main arguments, themes, or findings.

Once all the assignments are completed, the critical portfolio becomes a collection of work brought together with an introduction and conclusion. The portfolio introduction requires the student to identify and describe previous learning that helped them with the internship experience. Students should include in their answers courses on the same subject, participation in other internships, work experience, and even travel abroad.

While the introduction talks about possible learning, the concluding essay brings all learning elements together by answering the following: Did the internship help you develop any of the skills you learned in previous courses? Did the experience change how you will go about approaching the learning process in the rest of your academic career? Or, did it challenge you to face any ethical dilemmas? These questions inherently contain a normative quality, which is so important in a concluding essay.

Although there is a normative quality to the concluding essay in particular, there is also a normative quality to the critical portfolio in general. Many workshop participants found that students continue their internship class work by using the elements in the critical portfolio to complete more extensive independent research projects in both their academic and professional pursuits. Questions that successfully prompt students into thinking about using their critical portfolio in the future are: If you were going to turn this research into a thesis, how would you continue the work? From where would you gather information on this topic?
Finally, in terms of the integration component, the critical portfolio fosters systematic, focused discussion of significant issues in the internship practicum because activities take place at key points during a study, rather than just at the completion of the internship. These assignments start a path of inquiry that invokes insight and gives rise to revisions and refinements critical to improving knowledge in a student-driven learning environment, elements so important to the successful development of a portfolio (Starnes 1999).

**The Third Goal: Improving Assessment**

Like so much of the movement toward portfolios today, the desire arises not only from external pressures for documentation but also pressure for internal accountability regarding teaching and learning as well (Black 2000). To some degree, today’s call for portfolio use in the classroom rests on its ability to provide a means of assessment. The critical portfolio answers this call in two ways. First, because it provides a clear measurement of results, and second because it details newly acquired knowledge and skills over the course of the semester.

Indeed, portfolios have inherent advantages over other means of assessing a student’s experience in internships (such as via survey questionnaires, journals, or exit interviews). In addition to promoting student self-evaluation, reflection, and critical thinking (better than journal assignments can accomplish), the critical portfolio assignment allows for the measurement of multiple dimensions of student progress by including different types of data and materials. Qualitative assessment of student assignments allows for more in-depth analysis of student learning, far more than student self assessments in surveys or responses as the result of obtrusive face-to-face exit interviews. In addition, the assignment itself includes the student in the assessment process by giving students the opportunity to have extensive input into the learning process and to provide evidence on their own learning. In the end, the portfolio provides political science faculty and departments that sponsor interns with an informative evaluation of both the internship and the student’s entire credit-bearing experience, both practical and academic.

There is also a very practical benefit derived from the critical portfolio assignment. Faculty members already overwhelmed by the time and
investment it takes to properly supervise students engaged in internships tend to shudder at the thought of more information to digest and process (Cambridge 1998). The critical portfolio, however, as a course component, can overcome the already over-scheduled undergraduate faculty’s sense of being besieged because, as a pedagogical tool, the critical portfolio and all its concomitant assignments provide a high degree of flexibility in terms of both the number of assignments and length of each assignment. Each assignment provides a means by which the faculty member can assess student learning at the internship site as well as in reflective practices. It is also important to note that the assignments, as advocated here, focus the faculty’s minds as well as the those of the students by making clear decisions in advance about what content students must start to familiarize themselves with, as well as what skills are necessary for successful completion of the internship and the internship class.

What techniques are available to assess critical portfolios? Although it is beyond the scope of this chapter to provide an exhaustive list of techniques, three commonly used techniques warrant mentioning here: checklists, rubrics, and rating/scoring scales (which are not mutually exclusive techniques and can be used in combination with each other). Checklists are simple measures involving checking off whether certain documents or parts are included in the portfolio. This might include using the features in Figure 12-1 (above) and checking to see if the portfolio includes the listed elements.

A second, more sophisticated, technique is the use of the rubric. Rubrics measure a body of work based on varying degrees of multiple factors. A rubric is a scoring guide or a set of expectations used to judge student performance. Generally, it is used to measure a stated objective, using a range to rate performance. Characteristics are arranged in levels, indicating the degree to which a standard has been met, and multiple coders are often used to assess the level of proficiency demonstrated. Rubrics are especially useful for assessing complex assignments in a relatively easy and accessible way. Also, if the criteria are spelled out in each cell (i.e., how different levels of proficiency become operational), and this is distributed to the students before completing the portfolio, this includes the students in the assessment process, by compelling them to critically assess their own work before including it in the portfolio. Below, in Figure 12-2, we show an example of a rubric based upon section 3 of the critical portfolio, above.
Third, there is the rating scale, which is generally used to measure a body of work. The use of a rating scale gives students and faculty an opportunity to assess the portfolio as a whole or in parts. It can be used in conjunction with rubrics and, like rubrics, it often involves the use of multiple coders. Figure 12-3, below, illustrates an example of a rating scale that could be used to assess the process of building the critical portfolio (but, of course, skills exhibited in the portfolio could also be assessed using rating scales).

<table>
<thead>
<tr>
<th>Figure 12-3. Examples of Rating Scales</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1) The required items are present in the portfolio.</strong></td>
</tr>
<tr>
<td><strong>2) The works presented are a good representation of the student’s work.</strong></td>
</tr>
<tr>
<td><strong>3) The works selected give an accurate picture of the strengths of the student.</strong></td>
</tr>
<tr>
<td><strong>4) The student summary essay shows serious reflection on the part of the student.</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Figure 12-2. Example Rubric</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Section Three: Academic Inquiry</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Dimensions</td>
</tr>
<tr>
<td>Short Essay: Introduction to Organization</td>
</tr>
<tr>
<td>Internal Organizational Chart</td>
</tr>
<tr>
<td>Short Essay: Introduction to the Policy Community</td>
</tr>
<tr>
<td>External Organization Chart</td>
</tr>
<tr>
<td>List of Issues</td>
</tr>
<tr>
<td>Substantive Issue</td>
</tr>
<tr>
<td>Bibliography</td>
</tr>
<tr>
<td>Interview Summary</td>
</tr>
</tbody>
</table>
CONCLUSION:
EXPERIENTIAL EDUCATION AND THE UNDERGRADUATE
POLITICAL SCIENCE MAJOR

In the end, faculty involved in experiential education must help students independently manage their own learning. In fact, in the experiential environment, survey research finds that the most important role of faculty is an instructional one—that is, to assist students as they learn from their field experience and then connect with academic study (Whitaker 1989). The critical portfolio detailed here does this because it maintains a channel of open communication between the faculty member and student, with the ability to compliment the process with immediate feedback and in the end serves as a “connecting activity.” This connecting activity, in turn, reminds faculty that in order to help young people actively learn from their experience, encouragement remains the foundation for students developing new skills.

But perhaps the most important reason for the political science professor to consider the use of the portfolio is that it helps students take responsibility for their learning during the internship. The journal assignment brought to light the notion that there is a delicate balance between ceding all responsibility to a student and encouraging each one to take a reasonable amount of responsibility to shape their experiences (Light 2001). The critical portfolio provides the personal investment in the acquisition of knowledge and skills that is so necessary in the experiential education. Without this personal investment, the opportunity for a valuable internship is greatly reduced (Cassidy and Ryan 1996). In the end, portfolios, like the critical portfolio, can begin to provide an important assessment tool for political science faculty.
NOTES

1. The authors are deeply indebted to Dr. John Calebrese of American University for his contributions to the workshop and to the portfolio elements.

2. The Portfolio Clearinghouse is available at: http://ctl.du.edu/portfolioclearinghouse/search_portfolios.cfm.

3. With some modification, some of the suggestions contained on the following pages could be adapted for a variety of experiential learning activities (such as service learning). Although we do not specifically focus on service learning in this chapter, the techniques mentioned could be fruitfully adapted to assess such experiences as well. Nonetheless, although assessment of service learning has been a longstanding point of interest among scholars (see Krain and Nurse 2004; Hunter and Brisbin 2000; Eyler and Giles 1999), the use of portfolios has not been widespread in service learning.
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